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ABSTRACT
The document reviews the home architecture and its constituent elements in preparation for the next step involving the proposal of a new architecture that will better fit the way the end user consumes media contents and interacts with them at home. Following a number of introductory sections, the Home Architecture perimeter is defined in the fourth chapter with a figure presenting the current home network architecture from the end user perspective. It is followed by an exhaustive worldwide review of the access networks covering the broadband, broadcast access technologies and a dedicated section on the worldwide status of recently emerging hybrid services. The sixth section covers the home network itself including reviews of both devices and connectivity. It also includes the latest evolutions in media protocols such as MPEG-DASH, UPnP+/+ cloud, Web4CE and a dedicated subsection on error resiliency to highlight the new challenges of mixing OTT and IPTV video streaming delivery. A seventh section presents a State of the Art of the enablers already identified as potentially relevant for addressing ICARE project goals. A review of former collaborative projects is performed followed by three detailed subsections covering media content synchronization, bandwidth arbitration for adaptive streaming and context awareness. The document is completed with conclusion and references sections.
[bookmark: _Toc349807526]GLOSSARY

	ADSL
	Asymmetric Digital Subscriber Line

	ACDC
	Adaptive Content Delivery Cluster

	ATM
	Asynchronous Transfer Mode

	ATSC
	Advanced Television Systems Committee

	CAM4Home
	Collaborative Aggregated Multimedia for Digital Home

	CDN
	Content delivery Network

	CMMB
	China Mobile Multimedia Broadcasting

	CPE
	Customer Premises Equipment

	CPU
	Central Processing Unit

	DASH
	Dynamic Adaptive Streaming over HTTP

	DHCP
	Dynamic Host Configuration Protocol 

	DLNA
	Digital Living Network Alliance

	DSM-CC
	Digital Storage Media Command and Control 

	DTMB
	Digital Terrestrial Multimedia Broadcast

	DVB
	Digital Video Broadcasting

	DVB-C
	Digital Video Broadcasting - Cable

	DVB-H
	Digital Video Broadcasting-Handled

	DVB-HN
	Digital Video Broadcasting - Home Network

	DVB-S
	Digital Video Broadcasting - Satellite Handheld

	DVB-SH
	Digital Video Broadcasting - Satellite Handheld

	DVB-T
	Digital Video Broadcasting - Terrestrial

	EDGE
	Enhanced Data rates for GSM Evolution

	EPG
	Electronic Program Guide

	FEC
	Forward Error Correction

	FTTH
	Fiber To The Home

	GPRS
	General packet radio service

	HbbTV
	Hybrid broadcast broadband TV

	HD
	High Definition

	HDSL
	High-bit-rate Digital Subscriber Line 

	HFC
	Hybrid Fiber Coaxial

	HTTP
	Hypertext transfer Protocol

	IP
	Internet Protocol

	IPTV
	Internet Protocol Television

	ISDB
	Integrated Services Digital Broadcasting

	ISP
	Internet Service Provider

	LTE
	Long Term Evolution

	MAN
	Metropolitan Area Network

	Mbps
	Mega bit per second

	MIMO
	Multi-Input Multi-Output

	MMT
	MPEG Media Transport 

	MoCA
	Multimedia over Coax Alliance

	MPLS
	Multi-Protocol Label Switching

	NAT
	Network Address Translation

	NFC
	Near Field Communication

	NTP
	Network Time Protocol

	OHTV
	Open Hybrid TV 

	OS
	Operating System

	OTT
	Over The Top

	QoE
	Quality Of Experience

	QoS
	Quality Of Service

	RADSL
	Rate-Adaptive Digital Subscriber Line 

	RF
	Radio Frequency

	RGW
	Residential Gate Way

	SD
	Standard Definition

	SDH
	Synchronous Digital Hierarchy

	S-DMB
	Satellite Digital Multimedia Broadcasting

	STB
	Set-Top Box

	TCP
	Transmission Control Protocol

	T-DMB
	Terrestrial Digital Multimedia Broadcasting

	TS
	Transport Stream

	UDP
	User Datagram Protocol

	UPnP
	Universal Plug and Play 

	VDSL
	Very-high-bit-rate digital subscriber line 

	VOD
	Video On Demand

	WAN
	Wide Area Network

	Wi-Fi
	Wireless Fidelity

	WiMAX
	Worldwide Interoperability for Microwave Access



























[bookmark: _Toc349807527]INTRODUCTION
The document D3.1.1 aims to give a State of the Art on current home architectures and their components with a special focus on potential enablers that would fulfill the requirements of ICARE project. 
[bookmark: _Toc349807528]Home architecture  
This section presents in  Figure 1 a composite overview of the current home network architectures in order to introduce the following sections that will cover through an updated State of the Art the different clusters composing such architectures.
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[bookmark: _Ref349047571][bookmark: _Toc349807600]Figure 1 Network architecture and services overview from the home perspective
[bookmark: _Toc349807529]ACCESS NETWORK
[bookmark: _Toc349807530]Broadband access technologies
[bookmark: _Toc349807531]Fixed Access Technologies
[bookmark: _Toc349807532]DSL
Digital subscriber line (DSL, originally digital subscriber loop) is a family of technologies that provide Internet access by transmitting digital data over the wires of a local telephone network. In telecommunications marketing, the term DSL is widely understood to mean asymmetric digital subscriber line (ADSL), the most commonly installed DSL technology. xDSL refers to different variations of DSL, such as ADSL, HDSL, and RADSL.
DSL service is delivered simultaneously with wired telephone service on the same telephone line. This is possible because DSL uses higher frequency bands for data. On the customer premises, a DSL filter on each non-DSL outlet blocks any high frequency interference, to enable simultaneous use of the voice and DSL services.
[bookmark: OLE_LINK1]Many DSL technologies implement an Asynchronous Transfer Mode (ATM) layer over the low-level bitstream layer to enable the adaptation of a number of different technologies over the same link. DSL implementations may create bridged or routed networks. In a bridged configuration, the group of subscriber computers effectively connect into a single subnet. The earliest implementations used DHCP to provide network details such as the IP address to the subscriber equipment, with authentication via MAC address or an assigned host name. Later implementations often use Point-to-Point Protocol (PPP) or Asynchronous Transfer Mode (ATM) (Point-to-Point Protocol over Ethernet (PPPoE) or Point-to-Point Protocol over ATM (PPPoA)), while authenticating with a userid and password and using Point-to-Point Protocol (PPP) mechanisms to provide network details.
Here are some advantages of DSL:
· You can leave your Internet connection open and still use the phone line for voice calls.
· The speed is much higher than a regular modem
· DSL doesn't necessarily require new wiring; it can use the phone line you already have.
· The company that offers DSL will usually provide the modem as part of the installation.
But there are disadvantages:
· A DSL connection works better when you are closer to the provider's central office. The farther away you get from the central office, the weaker the signal becomes.
· The connection is faster for receiving data than it is for sending data over the Internet.
· The service is not available everywhere.
[bookmark: _Toc346897005]ADSL
Asymmetric digital subscriber line (ADSL) is a type of digital subscriber line technology, a data communications technology that enables faster data transmission over copper telephone lines than a conventional voiceband modem can provide. It does this by utilizing frequencies that are not used by a voice telephone call. A splitter, or DSL filter, allows a single telephone connection to be used for both ADSL service and voice calls at the same time. ADSL can generally only be distributed over short distances from the telephone exchange (the last mile), typically less than 4 kilometres (2 mi), but has been known to exceed 8 kilometres (5 mi) if the originally laid wire gauge allows for further distribution.
[bookmark: _Toc346897006]ADSL2
ADSL2 optionally extends the capability of basic ADSL in data rates to 12 Mbit/s downstream and, depending on Annex version, up to 3.5 Mbit/s upstream (with a mandatory capability of ADSL2 transceivers of 8 Mbit/s downstream and 800 kbit/s upstream). ADSL2 uses the same bandwidth as ADSL but achieves higher throughput via improved modulation techniques. Actual speeds may reduce depending on line quality—usually the most significant factor in line quality is the distance from the DSLAM to the customer's equipment.
[bookmark: _Toc346897007]ADSL2+
ADSL2+ extends the capability of basic ADSL by doubling the number of downstream bits. The data rates can be as high as 24 Mbit/s downstream and up to 1.4 Mbit/s upstream depending on the distance from the DSLAM to the customer's premises. ADSL2+ is capable of doubling the frequency band of typical ADSL connections from 1.1 MHz to 2.2 MHz. This doubles the downstream data rates of the previous ADSL2standard (which was up to 12 Mbit/s), and like the previous standards will degrade from its peak bitrate after a certain distance.
[bookmark: _Toc346897008]VDSL
[bookmark: OLE_LINK2]Very-high-bit-rate digital subscriber line (VDSL or VHDSL) is a digital subscriber line (DSL) technology providing faster data transmission over a single flat untwisted or twisted pair of copper wires (up to 52 Mbit/s downstream and 16 Mbit/s upstream), and oncoaxial cable (up to 85 Mbit/s down- and upstream); using the frequency band from 25 kHz to 12 MHz. These rates mean that VDSL is capable of supporting applications such as high-definition television, as well as telephone services (voice over IP) and general Internet access, over a single connection. VDSL is deployed over existing wiring used for analog telephone service and lower-speed DSL connections. 
[bookmark: _Toc346897009][bookmark: _Toc349807533]Fiber
The FTTx acronym is widely understood as Fibre-to-the-X, where X can denote a number of destinations. These include Home (FTTH), Premise (FTTP), Curb (FTTC), Building (FTTB), User (FTTU) and Node (FTTN).
FTTH, or Fiber To The Home, refers to fiber optic cable that replaces the standard copper wire of the local Telco. FTTH is desirable because it can carry high-speed broadband services integrating voice, data and video, and runs directly to the junction box at the home or building. For this reason it is sometimes called Fiber To The Building, or FTTB.
The Internet utilizes a backbone of fiber optic cables capable of delivering incredible bandwidth. This inherent ability makes the Internet a prime source for advancing network technologies that can be brought to the home or business. Most subscribers, however, log on to this network through copper lines with limited capacity. This creates a bottleneck for advancing technologies that increasingly require greater bandwidth. FTTH bridges this gap.
Fiber optic cables are made of glass fiber that can carry data at speeds exceeding 2.5 gigabits per second (gbps). FTTH services commonly offer a fleet of plans with differing speeds that are price dependent. At the lower end of the scale, a service plan might offer speeds of 10 megabits per second (mbps), while typical DSL (Digital Subscriber Line) service running on existing copper lines is 1.5 mbps. A more expensive FTTH plan might offer data transfer speeds of over 100 mbps that's about 66 times faster than typical DSL.
FTTH can be installed as a point-to-point architecture, or as a passive optical network (PON). The former requires that the provider have an optical receiver for each customer in the field. PON FTTH utilizes a central transceiver and splitter to accommodate up to 32 clients. Optical electric converters, or OECs, are used to convert the signals to interface with copper wiring where necessary.
[bookmark: _Toc346897010][bookmark: _Toc349807534]Metro Ethernet
[bookmark: OLE_LINK3]A metropolitan-area Ethernet, Ethernet MAN, or metro Ethernet network is a metropolitan area network (MAN) that is based on Ethernet standards. It is commonly used to connect subscribers to a larger service network or the Internet. Businesses can also use metropolitan-area Ethernet to connect their own offices to each other.
it is typically a collective endeavor with numerous financial contributors, Metro Ethernet offers cost-effectiveness, reliability, scalability and bandwidth management superior to most proprietary networks.
Metro Ethernet can connect business local area networks (LANs) and individual end users to a wide area network (WAN) or to the Internet. Corporations, academic institutions and government agencies in large cities can use Metro Ethernet to connect branch campuses or offices to an intranet. A typical Metro Ethernet system has a star network or mesh network topology with individual routers or servers interconnected through cable or fiber optic media.
[bookmark: OLE_LINK4][bookmark: OLE_LINK5]"Pure" Ethernet technology in the MAN environment is relatively inexpensive compared with Synchronous Digital Hierarchy (SDH) or Multiprotocol Label Switching (MPLS) systems of similar bandwidth. However, the latter technologies can be applied to Metro Ethernet in urban areas willing to devote the necessary financial resources to the task.
[bookmark: _Toc346897011][bookmark: _Ref349578397][bookmark: _Toc349807535]Cable
In telecommunications, cable Internet access, often shortened to cable Internet or simply cable, is a form of broadband Internet access that uses the cable television infrastructure. Like digital subscriber line and fiber to the premises services, cable Internet access provides network edge connectivity (last mile access) from the Internet service provider to an end user. It is integrated into the cable television infrastructure analogously to DSL which uses the existing telephone network. Cable TV networks and telecommunications networks are the two predominant forms of residential Internet access. Recently, both have seen increased competition from fiber deployments, wireless, and mobile networks.
[bookmark: OLE_LINK6]Broadband cable Internet access requires a cable modem at the customer's premises and a cable modem termination system at a cable operator facility, typically a cable television headend. The two are connected via coaxial cable or a Hybrid Fiber Coaxial (HFC) plant. While access networks are sometimes referred to as last-mile technologies, cable Internet systems can typically operate where the distance between the modem and the termination system is up to 100 miles (160 km). If the HFC network is large, the cable modem termination system can be grouped into hubs for efficient management.
Many cable TV Internet access providers offer Internet access without tying it to a cable television subscription, but stand-alone cable Internet is purposely provided at higher rates. The extra cost is said to cover the cable line access much like phone companies charge a small line-access fee for having DSL Internet service without a phone subscription. There are those who allege that the higher stand-alone rates are not so much to more efficiently cover actually-increased cost as it is to compel the customer to bundle it with a cable television subscription (and thus to buy or lease a television receiver from the company). In the instances where a cable Internet customer insists on using stand-alone cable Internet, the cable TV signals are often removed by filtering at the line tap outside the customer's premises.
[bookmark: _Toc346897012][bookmark: _Toc349807536]Wireless Access Technologies
[bookmark: _Toc346897013][bookmark: _Toc349807537]Edge
2G networks were built mainly for voice services and slow data transmission (defined in IMT-2000 specification documents), but are considered by the general public to be 2.5G or 2.75G services because they are several times slower than present-day 3G service.
[bookmark: OLE_LINK7]Enhanced Data rates for GSM Evolution (EDGE) is 2.75G service. It is a digital mobile phone technology that allows improved data transmission rates as a backward-compatible extension of GSM. EDGE is considered a pre-3G radio technology and is part of ITU's 3G definition. EDGE was deployed on GSM networks beginning in 2003 – initially by Cingular (now AT&T) in the United States.
Through the introduction of sophisticated methods of coding and transmitting data, EDGE delivers higher bit-rates per radio channel, resulting in a threefold increase in capacity and performance compared with an ordinary GSM/GPRS connection.
EDGE is the next step in the evolution of GSM and IS- 136. The objective of the new technology is to increase data transmission rates and spectrum efficiency and to facilitate new applications and increased capacity for mobile use. With the introduction of EDGE in GSM phase 2+, existing services such as GPRS and high-speed circuit switched data (HSCSD) are enhanced by offering a new physical layer. 
EDGE can also provide an evolutionary migration path from GPRS to UMTS by implementing now the changes in modulation that will be necessary for implementing UMTS later. The idea behind EDGE is to eke out even higher data rates on the current 200 kHz GSM radio carrier by changing the type of modulation used, whilst still working with current circuit (and packet) switches.
EDGE capable terminals will also be needed- existing GSM terminals do not support the new modulation techniques and will need to be upgraded to use EDGE network functionality. Some EDGE capable terminals are expected to support high data rates in the downlink receiver only (i.e. high dates rates can be received but not sent), while others will access EDGE in both uplink and downlinks (i.e. high data rates can be received and sent). The later device types will therefore need greater terminal modifications to both the receiver and the transmitter parts.
[bookmark: _Toc346897014][bookmark: _Toc349807538]3G 
A new generation of cellular standards has appeared approximately every tenth year since 1G systems were introduced in 1981/1982. Each generation is characterized by new frequency bands, higher data rates and non backwards compatible transmission technology. 3G is the short term for third Generation, is a term used to represent the 3rd generation of mobile telecommunications technology. Also called Tri-Band 3G. It is a set of standards used for mobile devices and mobile telecommunication services and networks that comply with the International Mobile Telecommunications-2000 (IMT-2000) specifications by the International Telecommunication Union. 3G finds application in wireless voice telephony, mobile Internet access, fixed wireless Internet access, video calls and mobile TV. 3G technology is the result of ground-breaking research and development work carried out by the International Telecommunication Union (ITU) in the early 1980s. 3G specifications and standards were developed after fifteen years of persistence and hard work. The technical specifications were made available to the public under the name IMT-2000.
The following standards are typically branded 3G:
· The UMTS system, first offered in 2001, standardized by 3GPP, used primarily in Europe, Japan, China (however with a different radio interface) and other regions predominated by GSM 2G system infrastructure. The cell phones are typically UMTS and GSM hybrids. Several radio interfaces are offered, sharing the same infrastructure:
The original and most widespread radio interface is called W-CDMA.
The TD-SCDMA radio interface was commercialised in 2009 and is only offered in China.
· The latest UMTS release, HSPA+, can provide peak data rates up to 56 Mbit/s in the downlink in theory (28 Mbit/s in existing services) and 22 Mbit/s in the uplink.
· The CDMA2000 system, first offered in 2002, standardized by 3GPP2, used especially in North America and South Korea, sharing infrastructure with the IS-95 2G standard. The cell phones are typically CDMA2000 and IS-95 hybrids. The latest release EVDO Rev B offers peak rates of 14.7 Mbit/s downstream.
The above systems and radio interfaces are based on spread spectrum radio transmission technology. While the GSM EDGE standard ("2.9G"), DECT cordless phones and Mobile WiMAX standards formally also fulfill the IMT-2000 requirements and are approved as 3G standards by ITU, these are typically not branded 3G, and are based on completely different technologies.
3G networks offer greater security than their 2G predecessors. By allowing the UE (User Equipment) to authenticate the network it is attaching to, the user can be sure the network is the intended one and not an impersonator. 3G networks use the KASUMI block cipher instead of the olderA5/1 stream cipher. However, a number of serious weaknesses in the KASUMI cipher have been identified. 
Examples of applications of 3G can be listed as Mobile TV,Video on demand, Video Conferencing,Telemedicine,Location-based services,Global Positioning System (GPS).
Mobile Internet (2G, 3G, 3G+ or 4G) uses a mobile telephony network to send and receive data.  The difference between these generations of mobile internet technologies can be listed as :
· The second generation (2G) is made up of the first digital mobile systems, mainly GSM (the technology found in more than 80% of terminals used worldwide, with networks in practically all countries).
· The third generation (3G/ 3G+) is made up of voice and data digital mobile systems that support high-speed data services. 3G+ provides higher data speeds.
· 4G systems is based on a worldwide and convergent technology, the LTE (Long Term Evolution).
[bookmark: _Toc346897015][bookmark: _Toc349807539]LTE
Long Term Evolution (LTE), marketed as 4G LTE, is a radio platform technology that will allow operators to achieve even higher peak throughputs than HSPA+ in higher spectrum bandwidth. It is designed to support roaming internet access via cell phones and handheld devices. Work on LTE began at 3GPP in 2004, with an official LTE work item started in 2006 and a completed 3GPP Release 8 specification in March 2009. However, due to marketing pressures and the significant advancements that WIMAX, HSPA+ and LTE bring to the original 3G technologies, ITU later decided that LTE together with the aforementioned technologies can be called 4G technologies.
LTE is a standard for wireless data communications technology and an evolution of the GSM/UMTS standards. The goal of LTE was to increase the capacity and speed of wireless data networks using new DSP (digital signal processing) techniques and modulations that were developed around the turn of the millennium. A further goal was the redesign and simplification of the network architecture to an IP-based system with significantly reduced transfer latency compared to the 3G architecture. The LTE wireless interface is incompatible with 2G and 3G networks, so that it must be operated on a separate wireless spectrum.
LTE capabilities include:
· Downlink peak data rates up to 326 Mbps with 20 MHz bandwidth
· Uplink peak data rates up to 86.4 Mbps with 20 MHz bandwidth
· Operation in both TDD and FDD modes
· Scalable bandwidth up to 20 MHz, covering 1.4 MHz, 3 MHz, 5 MHz, 10 MHz, 15 MHz, and 20 MHz in the study phase
· Increased spectral efficiency over Release 6 HSPA by two to four times
· Reduced latency, up to 10 milliseconds (ms) round-trip times between user equipment and the base station, and to less than 100 ms transition times from inactive to active
[bookmark: _Toc346897016][bookmark: _Toc349807540]Wi-Fi
Wi-Fi is a technology that allows an electronic device to exchange data wirelessly by using radio waves over a computer network, including high-speed Internet connections. In other words, it is a  "wireless local area network (WLAN) product that is based on the Institute of Electrical and Electronics Engineers' (IEEE) 802.11 standards. The devices connect to a network resource such as the Internet via a wireless network access point. Such an access point (or hotspot) has a range of about 20 meters (65 feet) indoors and a greater range outdoors. Hotspot coverage can comprise an area as small as a single room with walls that block radio waves or as large as many square miles — this is achieved by using multiple overlapping access points.Wi-Fi uses a local wireless network to transfer information. Coverage of Wi-Fi technology is limited or distinct.
Wi-Fi allows cheaper deployment of local area networks (LANs). Also spaces where cables cannot be run, such as outdoor areas and historical buildings, can host wireless LANs.
Manufacturers are building wireless network adapters into most laptops. The price of chipsets for Wi-Fi continues to drop, making it an economical networking option included in even more devices. 
Different competitive brands of access points and client network-interfaces can inter-operate at a basic level of service. Products designated as "Wi-Fi Certified" by the Wi-Fi Alliance are backwards compatible. Unlike mobile phones, any standard Wi-Fi device will work anywhere in the world. Spectrum assignments and operational limitations are not consistent worldwide. Wi-Fi networks have limited range. A typical wireless access point using 802.11b or 802.11g with a stock antenna might have a range of 32 m (120 ft) indoors and 95 m (300 ft) outdoors. IEEE 802.11n, however, can more than double the range.
On mobile phones, there are battery-powered routers that include a cellular mobile Internet radiomodem and Wi-Fi access point. When subscribed to a cellular phone carrier, they allow nearby Wi-FI stations to access the Internet over 2G, 3G, or 4G networks. Many smartphones have a built-in capability of this sort, including those based on Android, Bada,iOS (iPhone), and Symbian, though carriers often disable the feature, or charge a separate fee to enable it, especially for customers with unlimited data plans. "Internet pucks" provide standalone facilities of this type as well, without use of a smartphone; examples include the MiFi- and WiBro-branded devices. 
[bookmark: _Toc346897017][bookmark: _Toc349807541]WiMAX
[bookmark: OLE_LINK8]WiMAX (Worldwide Interoperability for Microwave Access) is a wireless communications standard designed to provide 30 to 40 megabit-per-second data rates, with the 2011 update providing up to 1 Gbit/s for fixed stations. WiMAX described as "a standards-based technology enabling the delivery of last mile wireless broadband access as an alternative to cable and DSL". 
WiMAX has the potential to do to broadband Internet access what cell phones have done to phone access. In the same way that many people have given up their "land lines" in favor of cell phones, WiMAX could replace cable and DSL services, providing universal Internet access just about anywhere you go. WiMAX will also be as painless as Wi-Fi -- turning your computer on will automatically connect you to the closest available WiMAX antenna. WiMAX can provide at-home or mobile Internet access across whole cities or countries. In many cases this has resulted in competition in markets which typically only had access through an existing incumbent DSL (or similar) operator. Additionally, given the relatively low costs associated with the deployment of a WiMAX network (in comparison with 3G, HSDPA, xDSL, HFC or FTTx), it is now economically viable to provide last-mile broadband Internet access in remote locations.
Mobile WiMAX was a replacement candidate for cellular phone technologies such as GSM and CDMA, or can be used as an overlay to increase capacity. Fixed WiMAX is also considered as a wireless backhaul technology for 2G, 3G, and 4G networks in both developed and developing nations.
A WiMAX system consists of two parts:
· A WiMAX tower, similar in concept to a cell-phone tower - A single WiMAX tower can provide coverage to a very large area -- as big as 3,000 square miles (~8,000 square km). A WiMAX tower station can connect directly to the Internet using a high-bandwidth, wired connection. It can also connect to another WiMAX tower using a line-of-sight, microwave link. This connection to a second tower (often referred to as a backhaul), along with the ability of a single tower to cover up to 3,000 square miles, is what allows WiMAX to provide coverage to remote rural areas.
· A WiMAX receiver - The receiver and antenna could be a small box or PCMCIA card, or they could be built into a laptop the way Wi-Fi access is today.
WiMAX operates on the same general principles as Wi-Fi -- it sends data from one computer to another via radio signals. A computer (either a desktop or a laptop) equipped with WiMAX would receive data from the WiMAX transmitting station, probably using encrypted data keys to prevent unauthorized users from stealing access.The fastest Wi-Fi connection can transmit up to 54 megabits per second under optimal conditions. WiMAX should be able to handle up to 70 megabits per second. Even once that 70 megabits is split up between several dozen businesses or a few hundred home users, it will provide at least the equivalent of cable-modem transfer rates to each user.
[bookmark: _Toc346897018][bookmark: _Toc349807542]Satellite
Satellite Internet access is Internet access provided through satellites. Modern satellite Internet service is typically provided to users world-wide through geostationary satellites that can offer high data speeds, with the latest satellites achieving speeds up to 18 Mbps.
The first Internet ready satellite for consumers was launched Sept. 27, 2003 by Eutelsat. A new generation of equipment has significantly increased the speed offerings of satellite Internet providers, starting with ViaSat’s ViaSat-1 satellite in 2011 and HughesNet’s Jupiter in 2012. The new satellites have bumped the download speeds of their service from the 1-3 Mbit/s up to 12-15Mbit/s and beyond. The improved service has been a boon to rural residents who’d previously only had access to slower service via dial-up, DSL or the original satellites. Satellite broadband internet websites load many times faster than dial-up. Although cable and DSL are faster than satellite, if you live in an area that doesn’t offer the faster options, satellite might be the best thing available. 
When the area that you are staying does not have any broadband, cables or DSL connections, a satellite Internet service is far a better option than the 56k dial up services. The main priority is to get the faster connection with a higher speed access. Even so, there are a lot of bad reviews out there for those who have subscribed the satellite Internet services.
One of the major problems faced by the subscribers according to the satellite Internet review would be the peak hours and the Fair Access Policies. Fair Access Policy (FAP) or also known, as Fair Use Policy is a policy that limits the bandwidth of a subscriber's daily usage of the Internet. 
According to the reviews, latency is the second most drawbacks faced by the subscribers. With satellite internet, data signals travel forward and back through the space in a long distance and this will create latency in data sourcing.
As the data signals travel in quite a distance, any more disturbances between the traveling will make the connection even worse. The weather condition and the location of the disk would be the factors that can worsen the satellite Internet services. Raining, clouds, snow and big winds can contribute to a lost of connectivity and interruptions when the data signal is lost. This could also happen if the disk is not installed in a clear view location to avoid any disturbances.
Satellite Internet generally relies on three primary components: a satellite in Geostationary orbit (sometimes referred to as a geosynchronous orbit or GEO), a number of ground stations known as gateways that relay the Internet signal to and from the satellite via radio waves (Microwave), and a VSAT (Very-small-aperture terminal) dish antenna with Transceiver, located at the subscriber's home or business. Other components of a satellite Internet system include a Modem at the user end that translates the signal from and back to a computer, and a centralized Network operations center (NOC) for monitoring the entire system. Working in concert with a broadband gateway, the satellite operates a Star network topology where all network communication passes through the network's hub processor, which is at the center of the star. With this configuration, the number of remote VSATs that can be connected to the hub is virtually limitless.

[bookmark: _Toc349807543]Broadcast access technologies
This section is not an exhaustive review on all existing broadcast television technologies but more particularly a focus on digital broadcast television last achievements applied to both fixed and mobile usages.
[bookmark: _Toc349807544][bookmark: _Toc348972274]Terrestrial 
As an introduction to the worldwide DTT(Digital Terrestrial Television) status, the Figure 2 gives the landscape of the different DTT standards deployed or at least adopted versus. 
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[bookmark: _Ref349047534][bookmark: _Toc348972793][bookmark: _Toc349807601]Figure 2 DTT map versus countries
Supremacy of DVB versus ATSC, DTMB or ISDB-T is clearly demonstrated and according to Screendigest market analysis, it represents 68% of the overall digital broadcast receivers:
[image: ]
[bookmark: _Toc348972794][bookmark: _Toc349807602][bookmark: _Toc348972276]Figure 3 Digital broadcast receivers(non-IPTV) in 2011
[bookmark: _Toc349807545]ATSC
[bookmark: OLE_LINK9]ATSC(Advanced Television Systems Committee) developed in early 1990s the Digital Television standard(A/53) by the Grand Alliance, a consortium of electronics and telecommunications companies that assembled to develop a specification for what is now known today as HDTV. The primary deployment market was North America and Canada but it was also adopted in the 2000s by South Korea.
ATSC first generation also called ATSC 1.0 was exclusively dedicated to fixed transmission mode then a single carrier system was chosen compared to the multi-carrier chosen by DVB. However it is still a robust signal under various conditions. 8VSB(8 Vestigial Side Band) modulation was chosen over COFDM(Coded Orthogonal Frequency Division Multiplexing) in part because many areas of North America are rural and have a much lower population density, thereby requiring larger transmitters and resulting in large fringe areas. In these areas, 8VSB was shown to perform better than other systems.
Currently, the ATSC is in the process of developing the second generation of its standard called ATSC 2.0. ATSC has formed the ATSC 2.0 Implementation Team (2.0 IT) to provide a venue for industry discussion of issues related to implementation of the emerging ATSC 2.0 Standard. Activities of the 2.0 Implementation Team may include market studies, demonstrations; interoperability tests (“plugfests”) and field trials. ATSC 2.0 will be an improvement of the existing ATSC standard but will retain backwards-compatibility with the first generation standard. The standard will allow interactive and hybrid television technologies by connecting the TV with the Internet services and allowing interactive elements into the broadcast stream. Other features include advanced video compression, audience measurement, targeted advertising, enhanced programming guides, video on demand services, and the ability to store information on new receivers, including Non-RealTime (NRT) content
To pursue the evolution of ATSC, discussions for the development of ATSC 3.0 began on 2011 although the standard’s requirements have yet to be defined. This standard could be a radical departure from the initial ATSC standard as it should include COFDM modulation and shall not be backward compatible with previous ATSC standards. Following that development, an new initiative called Future of Broadcast Terrestrial Television(FOBTV) was launched on April 2012. The goals of FOBTV include development of ecosystem models for terrestrial broadcasting, development of requirements for next generation terrestrial broadcast systems, selection of major technologies to be used as the basis for new standards and standardization of selected technologies by existing standards development organizations such as ATSC.
[bookmark: _Toc348972277][bookmark: _Toc349807546]DVB-T/T2
Similarly to ATSC evolvement, in 2008, DVB developed its second generation standard, DVB-T2, which is backwards-compatible with its DVB-T standard. It has already been adopted in a number of countries around the world and the first country to deploy it was the UK on March 2010 next to the existing DVB-T service. UK pushed the standardization of DVB-T2 as it was the way to deploy DTV and HDTV format concurrently. As a matter of comparison France selected a different approach in deploying earlier HDTV channels over the existing DVB-T format thanks to the quick adoption of H264 video format. 
Historically DVB-T2 was standardized due to the European analogue switch-off and increasing scarcity of spectrum. DVB-T2 easily fulfils these requirements, including increased capacity, robustness and the ability to reuse existing reception antennas. The first version was published in 2009 (EN 302 755). 
A performances comparison is summarized Table 1:
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[bookmark: _Ref349047504][bookmark: _Toc348972812][bookmark: _Toc349807629]Table 1 DVB-T versus DVB-T2 performances comparison
On July 2011 an updated version to the initial DVB-T2 standard was added and named T2-Lite subset.  It was introduced to support mobile and portable TV and to reduce implementation.T2-Lite is the first additional transmission profile type that makes use of the FEF(Future Extension Frame) approach. The FEF mechanism allows T2-Lite and T2-base to be transmitted in one RF channel, even when the two profiles use different FFT sizes or guard interval.
[bookmark: _Toc348972278][bookmark: _Ref349578433][bookmark: _Toc349807547]DTMB
[bookmark: OLE_LINK21]The DTMB(Digital Terrestrial Multimedia Broadcast) corresponding to the Chinese DTT standard is a merger of the following standards: ADTB-T (developed by the Shanghai Jiao Tong University, Shanghai), DMB-T (developed by Tsinghua University, Beijing) and TiMi (Terrestrial Interactive Multiservice Infrastructure), which is the standard proposed by the Academy of Broadcasting Science in 2002. DTMB was officially adopted as the DTT standard on 2008 and covers the Republic of China, Hong Kong and Macau.
As it was lately adopted it uses many advanced technologies such as pseudo random noise code, Low-Density Parity Check(LDPC) encoding or TDS-OFDM(Time Domain Synchronization - Orthogonal Frequency Division Multiplexing). Additionally DTMB is compliant with fixed and mobile reception.
[bookmark: _Toc348972279][bookmark: _Toc349807548]ISDB-T
[bookmark: OLE_LINK10]ISDB(Integrated Services Digital Broadcasting) that includes ISDB-S(atellite), ISDB-C(able) and ISDB-T(errestrial) standards, is maintained by ARIB(Association of Radio Industries and Businesses), the standardization organization in Japan. 
The ISDB-T is the DTT Japanese standard dedicated for Terrestrial application. A derivative of ISDB, the ISDB-Tb, was developed by the Brazilian government and is being widely adopted in South America. What differs slightly from the Japanese one are the adoption of H264 as a video compression standard and the middleware Ginga. 
The commercial deployment of ISDB-T was launched of December 2003 by NHK that conducted the initial research by its NHK Science & Technology Research Laboratories on early 1980s. ISDBT can accommodate combination of SDTV(Standard Definition TV) or HDTV(High Definition TV) channels thanks to its segment organization as presented Figure 4:
[image: File:ISDB-T CH Seg Prog allocation.jpg.svg]
[bookmark: _Ref349047479][bookmark: _Toc348972795][bookmark: _Toc349807603]Figure 4 Segments and multiple program combinations arrangement 
Compared to other DTT standards ISDB-T is able to offer the mobile TV broadcasting service using one segment(the central one colored in orange in Figure 4) also called ISDB 1 seg. It provides also interactive services(such as EPG) with data broadcasting and internet access accessible from a TV set or even from a mobile phone. Thanks to the choice of OFDM based modulation and named  BST-OFDM(Band-Segmented Transmission Orthogonal Frequency Division Multiplexing) it supported multipath effect as DVB-T/T2 standard does.
[bookmark: _Toc348972280][bookmark: _Toc349807549]Satellite
Digital Broadcast reception over satellite which is usually named DBS(Direct Broadcast Satellite) or “Direct to Home” Satellite Reception, refers to the 3 digital transmission formats DSS(Digital Satellite Service), DVB-S/S2 and 4DTV. DSS is a largely inspired format from DVB-S one and owned exclusively  by DirectTV, a major satellite provider service in North America. 4DTV is owned by Motorola and was deployed on North America until they abandoned the technology on 2010. 
For some years DSS and DVB-S compete together to offer digital satellite reception. Then the HDTV proliferation of bandwidth intensive channels conducts Direct TV to migrate on the next generation DVB-S2 standard that uses new compression video format H264. 
[bookmark: _Toc348972281][bookmark: _Toc349807550]DVB-S2
DVB-S2 was formally published on March 2005 and was quickly adopted by European and USA major satellite service provider. This allows DirecTV to squeeze much more HD programming over its satellite signal than was previously feasible using the older MPEG-2 compression and DSS transmission format. Thanks to its better spectrum efficiency, DVB-S2 is deployed worldwide and replaced DSS systems. To illustrate such improvement the Table 2 compare the number of SDTV and HDTV programs transmission capability versus DVB-S and S2:
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[bookmark: _Ref349047447][bookmark: _Toc348972813][bookmark: _Toc349807630]Table 2 DVB-S versus DVB-S2 TV program transmission capability
DVB-S2 benefits from the following key characteristics:

· There are four modulation modes available, with QPSK and 8PSK intended for broadcast applications in non-linear satellite transponders driven close to saturation. 16APSK and 32APSK, requiring a higher level of C/N, are mainly targeted at professional applications such as news gathering and interactive services.

· DVB-S2 uses a very powerful Forward Error Correction scheme (FEC)

· Adaptive Coding and Modulation (ACM) allows the transmission parameters to be changed on a frame by frame basis depending on the particular conditions of the delivery path for each individual user. It is mainly targeted to unicasting interactive services and to point-to-point professional applications.

· DVB-S2 offers optional backwards compatible modes that use hierarchical modulation to allow legacy DVB-S receivers to continue to operate, whilst providing additional capacity and services to newer receivers. 

[bookmark: _Toc348972282][bookmark: _Toc349807551]DVB-S3
The 3rd generation of DVB-S2 named DVBS3 is just beginning and a call for next generation of DVB-S2 standard was published on January 2013. A first implementation proposed by Novelsat, an Israelite company,  was presented on 2011[1] under the name NS3 as next generation of DVB-S3. Compared to currently broadcasting standards DVB-S and DVB-S2, the new standard allows to increase the throughput ability of satellite channels to 20-55% of the transponder with a bandwidth of 36 MHz and to 78% with a bandwidth 72 MHz transponders, providing high-speed data transfer up to 358 Mbps.

[bookmark: _Toc348972283][bookmark: _Toc349807552]ISDB-S
Historically Japan uses DVB-S as digital broadcasting satellite service up to 1997 but it did not satisfy all requirements of Japanese broadcasters; then it was decided to developed under the ARIB a new standard named ISDB-S. The main requirements were HDTV capability, interactive services, network access and effective frequency utilization. Thanks to the concurrent effort of NHK and ARIB, ISDB-S allows to be 1.5 time more efficient than DVB-S and fulfil successfully the lower number of Japanese satellite transponders. The commercial deployment of ISDB-S started on December 2000
[bookmark: _Toc348972284][bookmark: _Toc349807553]Cable 
[bookmark: _Toc348972285][bookmark: _Toc349807554]DVB-C/C2
DVB-C(Digital Video Broadcasting-Cable) was published on December 1994 and was deployed over the worldwide digital cable television networks. As the new services emerged such as VoD or HDTV, the data rate capacity of DVB-C was not enough and a next generation of digital cable standard named DVB-C2 was specified. It was published on April 2010 as a specification (EN302769. An updated version is already available as DVB BlueBook A138) and as the Implementation Guidelines Document (DVB BlueBook A147). The key requirements include an increase in capacity (at least 30%), support of different input protocols, and improved error performance. It can be noticed that it served as the physical layer of European DOCSIS(Data Over Cable Service Interface Specification) version(see 5.1.1.4).
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[bookmark: _Toc348972814][bookmark: _Toc349807631]Table 3 DVB-C versus C2 available mode and features comparison

[bookmark: _Toc348972286][bookmark: _Toc349807555]ISDB-C
ISDB-C(Integrated Services Digital Broadcasting for Cable) specification was developed by JCTEA(Japan Cable Television Engineering Association) and published on early 2000s. Thanks to the continuous digitalization of TV channels, the Integrated Services Digital Broadcasting for Cable (ISDB-C) has been increasingly adopted in Japan. Japanese cable television (CATV) services have recently evolved into establishments capable of multichannel, two-way communication[2]. By retransmitting these digital TV programs, CATV services had increased their subscriber base to 24.71 million as of March 2010, accounting for 46,7% of all households, highlighting the growing up of ISDB-C over CATV networks(according to data from Japanese Ministry of Internal Affairs and Communications).

[bookmark: _Toc348972287][bookmark: _Toc349807556]Mobile TV status

Over the past years many initiatives were launched to perform mobile TV broadcasting. Due to the increasing capacity of cellular networks in the last years, some standards based on terrestrial or satellite frequency bandwidths did not emerged. This sections will focus on giving an updated status on mobile TV and not really on an exhaustive review of the existing standards whose details will rely on the State of the Art provided by the ITEA project ACDC(D 2.1) delivered on August 2012.
[bookmark: _Toc348972288][bookmark: _Toc349807557]US
In the US Media Flo was tested but finally was abandoned on July 2010. Another north American initiative occurred based on ATSC evolution. As original ATSC standard was not adequate for a mobile reception environment, the ATSC announced the launch of ATSC M/H(Mobile/Handheld)on May 2007. It will enable modes of operation that allow mobile reception by devices mounted in cars, buses, and trains, at speeds up to at least 75 mph. Furthermore, the system will support modes of operation that allow reception by handheld devices that are stationary or moving at walking speeds of about 3 mph. It shall be backward compatible with regular terrestrial ATSC service as well.
The standard was published by ATSC members on Oct. 2009 to official standard A/153. As of January 2012, there are 120 stations in the United States broadcasting using the ATSC-M/H "Mobile DTV" standard.
[bookmark: _Toc348972289][bookmark: _Toc349807558]Europe
According to ACDC deliverable D2.1 the DVB-H mobile TV  standard is dead and should be replaced by 3G/4G streaming networks or the mobile version of DVB-T2. DVB-SH, the satellite version of Mobile TV is still under trial but no commercial deployment is foreseen yet. A competing solution named MBMS(Multimedia Broadcast Multicast Services) and lead by the 3GPP organization was initialized on 2005. The mobile TV service would be deployed over the cellular network but only trials were conducted especially in UK on 2008 by Orange and T-Mobile that was not transformed into any commercial deployment. Following that fact, 3GPP proposed an evolution of MBMS named eMBMS(Evolved Multimedia Broadcast Multicast Services) that fits to the 4th generation of cellular network LTE[3]. eMBMS brings improved performance thanks to higher and more flexible LTE bit rates, single frequency network (SFN) operations, and carrier configuration flexibility Concurrently DVB launched a new initiative on 2008 as DVB-NGH(Nest Generation Handheld) to replace and update DVB-H. The specification initially planned to be published on 2011 is still under finalization process. Some comparison advantaging DVB-NGH against LTE/3GPP E-MBMS are still ongoing under the funded ANR project Mobile Multimedia(M3).
[bookmark: _Toc348972290][bookmark: _Toc349807559]Asia
In Japan, the terrestrial mobile TV was initially launched as ISDB-“one seg” operating in the UHF band but was recently completed by ISDB-Tmm(Terrestrial Mobile Multimedia) to operate on a lower frequency VHF band. This was possible after the switch off of the analogous TV channel on July 2011. It offers based on a monthly subscription process to enhanced video resolution as presented Table 4:
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[bookmark: _Ref349047391][bookmark: _Toc348972815][bookmark: _Toc349807632]Table 4 Japanese mobile TV standards features comparison

[bookmark: OLE_LINK11]In South Korea the mobile TV service is the most matured one as it was the first country to deploy such service on 2005. The 2 standards deployed so far are T-DMB(Terrestrial Digital Multimedia Broadcasting) and S-DMB(Satellite Digital Multimedia Broadcasting). 
An new one name Smart DMB begun on January 2013 with VoD capable service and an enhanced video resolution upgraded to 240p to 480p.
T-DMB spread around the world and some trials are ongoing especially in Europe(Norway, Netherlands, France, Germany or Italy are among those European countries).

[bookmark: OLE_LINK12]In Republic of China, mobile TV service is also on the way with CMMB(China Mobile Multimedia Broadcasting) standard for low resolution devices as opposed to DTMB(see 5.2.1.3) more dedicated for large screen in fixed usage. It is comparable to European DVB-SH standard as it is able to operate in both satellite(2,6 GHz) and UHF bands. 
According to CBC(China Broadcasting Corporation) data of 2011 the number of covered cities is 337 with a targeted ration of 80% of Chinese population by 2015. It requires an outdoor coverage of 95% versus an indoor one of 80%.
[bookmark: _Toc349807560]Hybrid services
[bookmark: _Ref347412813][bookmark: _Toc349807561]HbbTV
The Hybrid Broadcast Broadband TV specification (version 1.1.1) was ratified in July 2010 by the European Telecommunications Standards Institute (ETSI). The specification was approved as ETSI TS 102 796 and the latest one is available under version 1.2.1[4]. A HbbTV v2 is already ongoing and should be approved by the end of 2013. A list of “must have” features of the HbbTV v2 is already proposed and should contain HTML5, mpeg-DASH, companion screen(2nd screen), advertisement insertion, intermedia streams synchronization, HEVC, subtitle support based on ISOBMFF and push VoD. 
HbbTV is based on elements of existing standards and web technologies and its specification process is presented Figure 5:
· Open IPTV Forum Release 1: Audio and video formats, JavaScript APIs for TV environment (as a reference to CE-2014), Modifications to CE-HTML
· CEA-2014  : XHTML, CSS and JavaScript including AJAX, DOM event-handling (from W3C), still image formats
· DVB-ETSI TS 102 809: Application signaling, Application transport via DVB (DSM-CC object carousel) or via HTTP, Stream events
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[bookmark: _Ref347409408][bookmark: _Ref347409299][bookmark: _Toc349807604]Figure 5 HbbTV Specification process overview
[bookmark: _Toc349807562]Specification overview
The specification document defines a platform for signaling, transport, and presentation of enhanced and interactive applications designed for running on hybrid terminals that include both a DVB compliant broadcast connection and a broadband connection to the internet.
The main uses of the broadcast connection are the following:
· transmission of standard TV and Radio services
· signaling of broadcast-related applications
· transport of applications and associated data (one mechanism)
· synchronization of applications and TV/Radio services
The main uses of the broadband connection are the following:
· carriage of Video On Demand services
· transport of broadcast-related and broadcast-independent applications and associated data (another mechanism)
· exchange of information between applications and application servers
Applications are presented by an HTML / JavaScript browser.

[bookmark: _Toc349807563]Architecture
System overview
A hybrid terminal has the capability to be connected to two networks in parallel: a DVB broadcast one (e.g. DVB-T, DVB-S or DVB-C) and the internet. Via the broadcast connection the hybrid terminal can receive standard broadcast A/V, application data and application signaling information. So even if the terminal is not connected to the Internet, its connection to the DVB network allows receiving interactive applications. Also broadcasting of stream events to an application is possible via the DVB network.

Connection to the Internet allows the terminal to receive application data and non-linear A/V content, and non-real time download of A/V content.
The following Figure 6 depicts the system overview with a hybrid terminal with DVB-S as the example of the broadcast connection.
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[bookmark: _Ref347409369][bookmark: _Toc349807605]Figure 6 System overview

Functional terminal components


[image: ]
[bookmark: _Ref347409448][bookmark: _Toc349807606]Figure 7 Functional components of a hybrid terminal
Figure 7 depicts an overview of the relevant functional components inside a hybrid terminal.

The Runtime Environment can be seen as a very abstract component where the interactive application is presented and executed. The Browser and an Application Manager form this Runtime Environment. The Application Manager evaluates the AIT to control the lifecycle for an interactive application. The Browser is responsible for presenting and executing an interactive application.

Linear A/V content is processed in the same way as on a standard non-hybrid DVB terminal. This is included in the functional component named “Common” DVB Processing which includes all DVB functionalities provided on a common non-hybrid DVB terminal. Additionally some information and functions from the “Common” DVB Processing component can be accessed by the Runtime Environment (e.g. channel list information, EIT p/f, functions for tuning). These are included in the “other data” in 3. Moreover an application can scale and embed linear A/V content in the user interface provided by an application. These functionalities are provided by the Media Player. 
Via the Broadband Interface the hybrid terminal has a connection to the Internet. This connection provides a second way to request application data from the servers of an application provider. Also this connection is used to receive non-linear A/V content (e.g. for Content on Demand applications). The component Internet Protocol Processing comprises all the functionalities provided by the terminal to handle data coming from the Internet. Through this component application data is provided to the Runtime Environment. Non-linear A/V content is forwarded to the Media Player which in turn can be controlled by the Runtime Environment and hence can be embedded into the user interface provided by an application.
Signaling
Applications are of two types: broadcast applications and broadcast independent ones. Signaling of broadcast applications relies on DVB A137. Broadcast-independent applications do not require any signaling however if they are signaled then this shall be done using the XML encoding of the AIT as defined in DVB A137. The file shall contain an application discovery record containing exactly one application.
Transport protocols
In a DVB broadcast network, the transport protocol for audiovisual content is MPEG2-TS whereas DSM-CC object carousel is the candidate to transport applications as defined in clause 7 of the DVB A137.
In the case of Broadband-specific content, HTTP is the transport protocol for unicast streaming, download and application transport.
Both broadcast and broadband (HTTP) transport protocols can be specified simultaneously for a given application. The priority by which the transport protocols shall be used is determined in the AIT as specified in DVB A137.
HbbTV allows also to stream in unicast non TS-based MPEG4/AVC video and MPEG/AAC audio using RTSP and RTP as defined in ISMA 2.0.
System layer
The system formats, for broadband-specific content, are based on OIPF. Consequently they are MPEG-2 Transport Stream and MP4 File Format.
[bookmark: _Ref243826679]Synchronization
HbbTV specification describes two cases where synchronization is useful, the same as the ones described in DVB A137. It concerns only broadcast-specific content. These are:
· "do-it-now" events (events posted to the application as soon as they are received by the terminal)
· events synchronized to a DVB timeline (events are posted to the application when the timeline reaches the time signaled for the event)
[bookmark: _Ref347412851][bookmark: _Toc349807564]Youview
In the UK YouView is the commercial service name of the former project named Canvas that was composed on March 2010 of seven partners, of which four broadcasters (BBC, Channel 4, Channel 5 and ITV) and three telecommunications companies (Arqiva, BT and TalkTalk). 
After many delays YouView formally launched on July 2012 in UK will offer a hybrid digital TV service to the consumer in a one box solution for regular broadcast access (DTV or satellite), on-demand TV, catch-up TV (from 4oD, BBC iPlayer, Demand Five, ITV Player and SeeSaw) and high-definition PVR capabilities. There will be no monthly subscription fee, but it will allow commercial broadcasters to use any payment mechanism they want (e.g. PayPal) for additional pay TV services. The YouView program guide will not carry any advertising, in line with the not-for-profit aims of the business. The consumer will have also access to widgets and new apps. For developers a SDK will be available and a complete technical specification was published on 14 April 2011. 
In December 2012 a companion screen application was launched for YouView enabling those with an iOS device to consult channel listings and record television programs onto their YouView set-top box, while on the move.

[bookmark: _Toc349807565]Hybridcast
Hybridcast is an hybrid network architecture based and funded by the research laboratory of NHK [5]. It allows the viewer to watch both broadcast and broadband on the same TV screen, and the two services can be linked and inter-related. It has been demonstrated many times and especially at IMC2011, IBC2011 and NAB2011.
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[bookmark: _Toc349807607]Figure 8 hybridcast architecture overview
A process of publishing technical descriptions summarizing the overall architecture is ongoing. NHK is participating in W3C, which is a community standardizing web-related technologies including HTML5 and it proposed services combining broadcast and broadband communication that can be shown on a TV using a compliant HTML5 browser.
The future development conducted jointly with Sony Corporation and NTT Corporation will complete the specification with different television manufacturers that have receiver equipped of HTML5 browser. 
[bookmark: _Toc349807566]Open Hybrid TV(OHTV)
[bookmark: OLE_LINK13]The closest to an actual HbbTV deployment outside Europe is Open Hybrid TV (OHTV) that is developed by five Korean companies, the three large Korean broadcasters (KBS, SBS, and MBC) and the two largest Korean electronics manufacturers, Samsung and LG. It is a broadcaster-centric approach enabling VOD and additional info for digital TV viewers. Other services proposed are video bookmarks, pre-roll ads for VOD, weather/traffic, etc. It includes an advanced EPG (CE-HTML) and push VOD over the broadcast channel. The use of the ATSC non real-time (ATSC-NRT) candidate standard, which uses FLUTE, is adopted for this. VOD download & streaming via HTTP over broadband is also a feature. Figure 9 shows the OHTV architecture. The system has already been demonstrated and a first release of the standard was issued by the TTA(Telecommunications Technology Association) of Korea on December 2010 under the document TTAI.OT-07.0002. A version 2.0 of the standard is planned to start on 2013 which will include several new features such as ACR(Automatic Content Recognition), interactive services like 2nd screen or Smart link TV. Additionally a harmonization process with mpeg-DASH and W3C HTML5 is currently conducted. According to KBS the OHTV trial service launch is planned on 2013. 
	[image: ]
[bookmark: _Ref347409579][bookmark: _Toc349807608]Figure 9 OHTV architecture
[bookmark: _Toc349807567]MMT
[bookmark: OLE_LINK14]In July 2010 the ISO MPEG group issued a Call for Proposals on MPEG Media Transport (MMT). The scope is “efficient solutions for the transport of MPEG media in an interoperable and universal fashion, especially given the recent increased demand in the heterogeneous network environment”. Subsequent proposals on requirements have outlined a number of use cases involving hybrid networking (see Annex C p 107 of [6]). MMT classifies hybrid services in 3 subclasses listed as follows: 
· Live and non-live
· Combination of streaming components
· Combination of streaming component with pre-stored component 
· Presentation and decoding
· Combination of components for synchronized presentation 
· Combination of components for synchronized decoding 
· Same transport schemes and different transport schemes
· Combination of MMT components
· Combination of MMT component with another-format component[footnoteRef:1] such as MPEG-2  TS [1: ] 


[bookmark: _Toc349807568]ATSC Internet Enhanced TV
In 2010 ATSC organized a new Planning team(PT-3) whose scope was to identify and quantify industry implementation of Internet-connected services and platforms, and consider the relative benefits of interoperability with various implementations. PT-3 developed recommendations on work already underway in TG1 on ATSC 2.0 and provided liaison with specialist groups S11 and S13. PT-3 completed a Final Report on Internet-Enhanced TV and submitted it to the Board for review and was consequently deactivated. As a conclusion to the report the ATSC Board has accepted the PT-3 group’s general recommendations about “hybridcasting” standards, specifically integration of Internet-Enabled TV work into the current ATSC 2.0 standardization effort and future ATSC 3.0 activities.
[bookmark: _Toc349807569]Media Fusion
Sony Corporation proposed on October 2010 its “Media Fusion” concept that combines different types of media originating from different networks(broadcast, broadband, cellular, etc.). Sony identified 4 service use cases listed hereafter:
· Fixed/ Mobile Device Interaction
· Targeted Ad switching
· Interactive Video Portals to the internet
· Free-Viewpoint Service (user defined angles of viewing)

Fixed/ Mobile device interaction could allow mobile devices to control stationary TVs and/or TV content, via display of an Electronic Program Guide (EPG) on the mobile device. Targeted Ad switching enables region- or product-specific advertisements, such that these ads are displayed only to most likely interested consumers. Internet access from a TV is enabled through an Interactive Video Portal. Another example of such converged media is user-defined viewing angles being generated with a Free-Viewpoint Service. 
Media Fusion is still a proposal and not in the process to be standardized yet.
[bookmark: _Toc349807570]HOME NETWORK
[bookmark: _Toc349807571]Devices
[bookmark: _Toc349807572]CPE 
Generally speaking the term CPE(Customer-Premises Equipment) covers any terminals within the home that refer to  telephones, routers, switches, residential gateways (RG), set-top boxes, fixed mobile convergence products, home networking adaptors and internet access gateways. For the purpose of clarity and also to fulfill the ICARE project perimeter, the scope of this section will be limited to give an updated view on the residential Gateway and Set Top box status.
[bookmark: _Toc349807573]Residential GateWay
A Residential GateWay (RGW), also known as a home gateway and Customer-premises equipment (CPE), is a device that connects the home network to the Internet. A RGW has typically several local network interfaces (LAN) and a single Internet interface (WAN). The behavior of a residential gateway is similar to a router. 
Many other functions have been included in RGW devices to make the usage of home networks easier so that it enable the ISPs to get into new business areas, such as TV broadcasting and telephony. Usually the RGW device is rented to the user by the ISP, who uses the device to bundle various services under a single contract. As an example the quadruple play offer allows the customer to get Telephony over IP, IPTV, Internet access and Mobile telephony services under a single contract.
A standardization effort has been conducted worldwide to specify hardware and software requirements of RGW. One of the main player is the Home Gateway Initiative (HGI)[7] founded on 2004 that is an industrial organization which publishes requirements for connected home devices, such as for residential gateways. The members of HGI include many major operators and device manufacturers. The work of HGI is divided into three phases: first it analyses the business needs by looking at operator needs and industry trends; second it defines guidelines and third it defines test specifications and scenarios in order to match the needs of the operators. The “Requirements for Software Modularity on the Home Gateway”  is the document that reflects generic requirements valid for any modular execution platform as well as technology-specific requirements, currently for OSGi (Open Service Gateway initiative)[8] technology. “Home Gateway QoS Module Requirements” defines requirements for improving Quality of Service (QoS) through the Home Gateway. The OSGi Alliance is a worldwide consortium of technology innovators that advances open specifications that enable the modular assembly of software built with Java technology.
Another player in the residential gateway domain is the Broadband Forum that is an organization developing broadband network specifications. Historically it groups ISPs and device manufacturers that founded in 1994 an ADSL Forum that was later changed to DSL Forum and now the organization is known as Broadband Forum. The TR-069 specification is the main document from the home broadband sector of the organization and it has been adopted for the use with several devices including Set-Top Boxes (STBs) and Network Attached Storage (NAS) units. 
A main overseas consortium known as CableLabs which covers cable modem side is a major actor which publishes specifications. The consortium publishes requirement specifications for cable technology as well with a significant effort. Performed on the Data Over Cable Service Interface Specification (DOCSIS) which defines how an Internet access can be provided over hybrid fiber-coaxial cable.
In looking on the hardware part of the RGW, the current components and interfaces that will be retrieved are presented Figure 10
[image: ]
[bookmark: _Ref347409605][bookmark: _Toc349807609]Figure 10 Hardware and interfaces of the RGW
Acronyms are as follows:
· FXS interfaces(Foreign eXchange Subscriber) is a common interface to a
standard plain old telephone service (POTS) phone.
· IEEE802.11 g/n is he WLAN interface that provides an access point for IEEE 802.11
based communication devices.
· USB interfaces. Universal Serial Bus interface can be used for Internet access
or it can be additionally used for other services, such for printing servers or NAS applications.
· ADSL2+ interface is the evolution of ADSL Asynchronous Digital Subscriber Line) interface that in theory can reach up to 25Mbps ATM(Asynchronous Transfer Mode) on the downlink. It is used to connect the RGW to a nearest DSL Access Multiplexer (DSLAM), which typically provides to the RGW an Internet access.
· Ethernet access is the IEEE 802.3 interface that enables Ethernet devices to access the Internet and communicate with each other.
The service palette of a typical RGW is nowadays large. Previously the primary services were a DHCP service, which provided each home network device with a dynamic IP address, and the network address translation (NAT), which enabled the sharing of a single Internet connection between all home users. At the same time, NAT functioned as a firewall that protected home users against attacks coming from the public network. To provide a mechanism to configure the gateway manually, a web interface was introduced. The amount of applications has increased gradually thereafter. Internet Gateway Device Protocol (IGD) was added to RGWs to allow the server and peer-to-peer applications
to function properly behind NAT. With the aid of IGD, applications, such as Skype, can configure the residential gateway’s firewall with port forwarding rules to direct traffic from gateway’s public port to a private IP address and port at the home network. UPnP protocol is used for communication.
Running servers behind a residential gateway led to the need to have static URL for the gateway device. Since in many cases, ISPs allocate dynamic IP addresses to their clients, a mechanism was required to update DNS servers dynamically. To solve this, a dynamic DNS update functionality to provide DNS servers with the latest IP was introduced. A typical RGW supports nowadays IP address updates with services such as DynDNS.
Quality-of-Service mechanisms (QoS) were also introduced on RGWs to address issues related to increased amounts of traffic. For example, RGW can be configured to shape traffic to better support online gaming, Voice-over-IP (VoIP) and video streaming. RGWs can be also used for connecting devices to the network, that has only an USB interface. This makes it possible, for example, to share printing services and external hard drive devices. Some of the residential gateways provide an Internet access point for external users. One of the popular actors in this area is the Spanish FON Technology S.L. which aims to create a worldwide Wi-Fi access point network. A FON access point directs
a visiting user to a web based captive portal, where authentication and possible payment is performed in order to use the Internet access. Similar mechanisms are implemented inside many residential gateway devices.
Several other functions can be found in modern gateways as well. Some gateways include a BitTorrent client which enables constant peer-to-peer downloading. Since a gateway device is typically always on, this saves the user from keeping her computer open during the download process. Also, some gateways are capable of posting Twitter updates each time a visiting user utilizes a shared access point.
[bookmark: _Toc349807574]Set-Top Box
Overview 
The Set-Top Box also named Set-Top Unit is a hardware device that is connected to the TV set and that disposes of a coaxial or optical fiber access to external sources such as cable, satellite or terrestrial services. This is the initial picture of the STB history that was dedicated to decode broadcast services encrypted or not. Then thanks to the ADSL arrival through the Telephonic connection up to the household, broadband services like IPTV, internet browsing and media content delivery OTT(Over The Top) were offered by many ISPs. As such the ISP provided to their customer the RGW and a 2nd box that was in fact a STB. Consequently those STB became an hybrid box with a broadcast and broadband accesses allowing the end user to benefit for instance from the HbbTV service or from many interactive services promised for the near future. However all STB are not hybrid, alternative solution emerged recently and provides OTT services like Netflix or Amazon.com. Some typical examples are Apple with its AppleTV or Roku with its Roku 2 XS that offer a dedicated STB sometimes named Digital Media Receivers that the end user connects wirelessly or not to its RGW. Until now the success of such new specialized boxes has still to be proven as some other initiatives launched in the same time failed to gain success; significant examples are Google with its Nexus Q or D-Link with its Boxee Box.
Architecture 
· Hardware
Major functionalities embedded in the STB are demodulator associated with the Tuner , descrambler, CA(Conditional Access) module, MPEG-2 transport stream de-multiplexer, MPEG-2/H264 decoder, CPU and modem. Other recurrent functionalities rely on graphic, power and front panel managements. The typical and almost exhaustive ones are presented Figure 11:
[image: ]
[bookmark: _Ref347409623][bookmark: _Toc349807610]Figure 11 STB hardware architecture

As it can be noticed the SoC (System On Chip) is the master piece of the STB. Its task is to manage all functionalities that are required in a STB. Many IC manufacturers are major players in that area, those that have significant impact on the current market place are Intel, Broadcom, STMicroelectronics. As an example the latest generation of STB also called Freebox player offered by FREE ISP incorporated the famous Intel CE4100 Sodaville that belongs to the Atom core family.
[image: http://hothardware.com/newsimages/Item11031/CE4100.png]
[bookmark: _Toc349807611]Figure 12 CE4100 Intel
The new CE4100 series are built around an Atom core and will be clocked at speeds up to 1.2GHz. The newer CE4100 should draw significantly less power than the previous C3100; the new SoC is built on a 45nm process whereas the CE3100 still used 90nm technology.
The CE4100 also swaps the Intel GMA 500-based hardware in the 3100 family for PowerVR's SGX Series 5. Exactly what this means for a television isn't clear; but Intel will offer the PowerVR solution at two different speeds.
[image: http://hothardware.com/newsimages/Item11031/Sodavill2.jpg]

The CE4100 and 4130 will run the SGX Series 5 at 200MHz, while the CE4150 offers an "Extreme Graphics" option at 400MHz. The CE4150 will also offer an AV input option, which could theoretically be used to facilitate the application of image filters or for photo editing. The ability to hook a camera directly to the television, crop/edit photos or video, and then directly upload to the appropriate website could appeal to a certain market segment that's uncomfortable performing the same procedure on a computer.
Since 2010 Intel upgraded its Atom Core Series CE41xx to CE42xx one. The code name is Groveland and targets the HDTV market. It proposes a processing frequency of 1,2 GHz, a cache L2 memory of 512 KB, a memory controller NAND, DDR2 et DDR3 and H264 encoder. The HD 1080p video are decoded in hardware and 3D video streams are handled as well. 


 [image: Рисунок]
[bookmark: _Toc349807612]Figure 13 CE4200 Intel
It currently equipped the Bbox Sensation from Bouygues Telecom and the Numéricable’s one.
Always on the move, on March 2012 Intel announced its new Atom Series CE53xx known under the code name Berryville. Intel is also hoping that the Atom CE53xx will do double duty as a home gateway and act as a cable modem, router and VoIP gateway beyond the regular set-top-box features offer.
· Software 
The software architecture of a STB is organized in layers as shown on Figure 14:
[image: ]
[bookmark: _Ref347409645][bookmark: _Toc349807613]Figure 14 STB software architecture

The operating system is the most important piece of software in a STB. An OS is a suite of software programs used to manage the resources of a STB. In particular the OS is in charge to control the hardware  part and manage their functions such as scheduling real time tasks, managing limited memory resources, etc. The OS  of the STB can be considered as the “Kernel” layer, which is stored in ROM. Once the STB is powered up, the kernel will be loaded first and remains in memory until the STB is powered down again. The kernel supports multi threading and multi tasking which allows a STB to execute different sections of a program and different programs simultaneously.
In addition to the kernel, a STB needs a ‘loader’ to enable the TV operator to upgrade ‘resident applications’ or download ‘OS patches’ to STB. A resident application is a program or a number of programs that are built into the memory of the STB.
The STB also requires ‘drivers’ to control the various hardware devices. Every hardware component in the STB must have a driver. A driver is a program that translates commands from the TV viewer to a format that is recognizable by the hardware device.
Finally a STB OS needs to incorporate a set of Application Program Interfaces(API) which are used by the programmers to write high-level applications for a specific API. An API is basically a set of building blocks used by software developers to write programs that are specific to a STB OS environment.
Central to the software architecture of a STB is a connection layer called ‘Middleware’ that acts as a communications bridge between the OS and the ‘subscriber applications’. Middleware represents the logical abstraction of the middle and upper layers of the communication software stack used in STB software and communication system. Middleware is used to isolate STB application programs from the details of the underlying hardware and network components. Thus STB applications can operate transparently across a network without having to be concerned with the underlying network protocols. This considerably reduces the complexity of content development because applications can be developed to take advantage of a common API.
The API is the standard environment that an application program expects to see. The API itself consists of a set of well-defined and specified functions that allow to fulfill new emerging  interactive services. For instance an Electronic Program Guide (EPG) enabling navigation across hundreds of channels requires an API.
Features
STB hosts several features accessible with a remote control that most popular of them are briefly summarized as follows:
· EPG(Electronic Program Guide) allowing the end user to navigate and choose TV program among its channels bouquet
· Favorite channel management
· Time shifting
· Parental control
· Settings/monitoring of the STB/ optionally of the RGW
· Access to media contents video/music/photo) stored on home devices conditioned to UPnP/DLNA compliancy
· Internet browsing
· Social networking 
· Gaming on line or locally
· [bookmark: _Toc346719471][bookmark: _Toc346722307][bookmark: _Toc346897242]DVB/Blu-ray player
[bookmark: _Toc349807575]Personal devices as a 2nd screen
The number of personal devices has increased rapidly in the home environment. This enables new ways of utilizing these devices as 2nd screen devices in connection with the main screen. Personal devices are categorized to smart phones, tablets and portable gaming devices. From the technical point of view there is no much difference between these device categories.
Smart phones' screen sizes increase all the time and tablets' screen sizes are getter smaller. The main difference can be seen from the user point of view. Smart phones are always personal devices when tablets can be shared between family members. In addition, from a content perspective 2nd screen devices require operators and content providers to think again their approach. Content consumption is very different from a traditional model of making first a TV version and just reversioning it. Rather with 2nd screen devices people watch short-form programming and ads must be modified accordingly. Additionally 3D content needs to be optimized for different screen sizes. A myriad of apps have also emerged for 2nd screen devices, enabling consumer-driven usage and customization options.
Currently there are two operating systems which dominate within the personal devices: iOS and Android. In addition, there are also Windows Phone, BlackBerry, S40 and Bada which share the rest of the markets. Different mobile operating system has different characteristics but the main technical features are common and those are introduced in the following sections. However, in a very near future we are bound to see emergence of novel user interfaces for personal devices, such as autostereoscopic 3D, gesture control and haptics. Finally, we will use term personal device to include smart phones and tablet if not explicitly otherwise stated.
[bookmark: _Toc349807576]Software Architecture
In the Figure 15 the architecture of Android operations system is presented as example architecture for personal devices. It contains the basic building blocks which can be found from the other operating systems as well. 
The bottom layer is Kernel or Core OS which includes also the drivers. Kernel structure is dependent on the hardware foundation which will vary on different devices. On top of kernel there are application or core frameworks and necessary libraries. The purpose of this layer is to abstract the complexity of many operations from the application developers. In addition, application framework also contains the UI framework. UI framework takes care for example window management, animations and touch gestures.  The most top layer is application layer which contains the readymade applications and application developed by 3rd party.  Application developers are limited to the upper blue area, illustrated in the architecture picture.
[image: Android System Architecture]
[bookmark: _Ref349133170][bookmark: _Ref349133151][bookmark: _Toc349807614]Figure 15 Android operating system architecture
[bookmark: _Toc349807577]Connectivity
Personal devices have several ways to connect to its surroundings. This can include local connections inside home networks such as WLAN or mobile data connections to external cloud services. In the following list there are listed different connectivity technologies which can be found from common personal devices:
· EDGE
· GPRS
· HSDPA
· HSUPA
· LTE
· WLAN 
· Bluetooth
· microUSB
· NFC
· HDMI
[bookmark: _Toc349807578]Screen
Personal devices have limited screen size compared to main screen. On the other hand more advanced display technologies can be used because for the small screen the manufacturing costs are much cheaper. Personal device definition contained the smart phones and tablets. The smart phones have typically screen size between 4” and 5” Whereas tablets have screen sizes between 7”and 10”. 

The personal devices are equipped with multi touch screens and some screens are also optimized to be used with pen. There are several types of screen technologies used in personal devices. Here are listed some of the most common: 
· TFT-LCD
· IPS-LCD
· Super-LCD
· OLED
· AMOLED
· Super AMOLED
· Super AMOLED Plus
· Super AMOLED HD

[bookmark: _Toc349807579]Features
The main features considering the ICARE project for personal devices are already partially covered i.e. connectivity and the screen. Other features which can be seen important from the project point of view for the home network are the following. 
· Audio and video codecs and supported standards. The personal devices must be able to play audio and video which are most probably related to main screen. Typically following standards are supported: WAV, AAC, MPEG 1 Audio, MPEG 2 Audio, MPEG 2.5 Audio, AMR, MP3, AAC-LC, LPCM, AAC +, OGG, eAAC+, MIDI, MPEG1 Layer3 , MKV, AVI, MOV, XviD, MPEG-4, 3GP, H.264, H.263 
· Video streaming capability is closely related to codecs and standards. Different device manufactures have their own protocols and currently there is no common streaming protocol which could be used in all personal devices. MPEG-DASH could be common standard in the near future but that will be seen. Following protocols are currently used for streaming within personal devices: RTSP, RTMP, Smooth Streaming, HTTP Live Streaming
[bookmark: _Toc349807580]Gaming consoles
Gaming consoles have become very widespread in home environment. The term “gaming console” is arguably already somewhat misleading because gaming consoles have developed into network-capable full-blown computers with strong computational performance ability to playback a variety of entertainment media (such as BluRays etc.). Since 2007, it is estimated that video game consoles represent 25% of the world's general-purpose computational power. A gaming console can perform as a 2nd screen and even in some cases act as the primary screen. The dominant players in gaming consoles business are Microsoft, Nintendo and Sony.
The very latest gaming consoles are said to represent the eighth generation of consoles. This generation consists of PlayStation Vita, PlayStation 4, Nintendo 3DS, Nintendo Wii U to name a few. The eighth generation is characterized by further integration with other media and increased connectivity. All seventh and eighth generation consoles All three seventh generation consoles offer some kind of Internet games distribution service, allowing users to download games for a fee onto some form of non-volatile storage, typically a hard disk or flash memory. Many of the current gaming consoles support stereoscopic 3D to add a new dimension to gaming, literally.
[bookmark: _GoBack]Furthermore, It is quite easy to predict that forthcoming upgrades and new console launches will introduce a number of novel user interfaces such as gesture control, haptics, maybe holographic visualization etc. Some even predict that gaming consoles will become the media hubs in consumers’ homes, but it is too early to tell at the moment.
[bookmark: _Toc349807581]Cross devices/ecosystems framework: QEO
Next to the review of all the different devices existing within the home network that highlights the complexity of handling such diversity, it is the opportunity to present shortly how Technicolor aims to address such challenging issue.
On 7th of January Technicolor announced at CES 2013 the release of a software framework named Qeo  that allows interoperability between devices and applications within the home and compliancy with any existing ecosystems(i.e.: multi-media entertainment, SmartHome, eHealth, etc..).
Today, users want to enjoy their favorite applications and services on all devices, but the proliferation of disparate ecosystems creates a complex and fragmented experience. Qeo software modules address this problem by making devices, applications and over-the-top cloud solutions speak to one another to deliver simpler and richer smart home, entertainment, communication and personal media services. 
Qeo targets end users, developers, service providers and consumer electronics manufacturers. It has the support of industry leaders such as IBM, STMicroelectronics, Seagate, Telecom Italia, Portugal Telecom. The end user will be able to manage its heterogeneous home environment such as alarm, automation, video surveillance. The developer will able to create cross-OS and cross-devices applications. The Service providers will benefit from Qeo’s monitoring and managing tools for every Qeo-enabled devices. Thanks to Qeo consumer electronics manufacturers will be able to exchange data, information and status between devices to provide better and seamless usage scenarios for their users. 
As such a dedicated webpage is already available through this link[9] for developers and service providers.
[bookmark: _Toc349807582]Home connectivity
[bookmark: _Toc349807583]Physical interfaces
This section focuses on the wireless and wired physical interfaces that are currently used within the HAN(Home Area Network) to link digital devices(CPE, mobile devices, PC/Laptop, peripherals, TVs) together. Remote control devices are out of scope of this section.
[bookmark: _Toc349807584]Wireless interface 
WiFi
Wi-Fi is probably the most popular wireless connection within the home as it enables to link in an easy way many digital devices together. The physical layer recommended by the Wi-Fi Alliance [10]must respect the 802.11 standard certified by IEEE. Depending of the country where it is deployed and the hardware maturity level of the RGW provided by the ISP different frequencies are used with different robustness to indoor frequency fading. Initially the operating frequency was centered on 2.4 GHz under IEEE802.11b standard that has limited bit rate and robustness capability. It evolves quickly to respectively 802.11g then to 802.11n as the MIMO(Multi Input Multi Output) technology was available. Another operating frequency emerges too and is centered on 5Ghz under IEEE802.11a standard.

	Wi-Fi Technology
	Frequency Band
	maximum data rate

	802.11a
	5 GHz
	54 Mbps

	802.11b
	2.4 GHz
	11 Mbps

	802.11g
	2.4 GHz
	54 Mbps

	802.11n
	2.4GHz,5GHz, 
 2.4 or 5 GHz (selectable), or 
 2.4 and 5 GHz (concurrent)
	450 Mbps



[bookmark: _Ref347409682][bookmark: _Toc349807633]Table 5 802.11 a/b/g/n data rates versus operating frequencies
As it appears on Table 5 the maximum achievable data rate is 450 Mbps thanks to new features that are currently available. The first one that boosted the Wi-Fi adoption at home was the implementation of MIMO that ,thanks to the concurrent usage of several transmitters and receivers, uses advantageously the multipath effect that occurs in indoor environment. Multipaths help decorrelating the received signal and then allow to reconstruct the initial stream and to increase the resulting data rate.
Another feature that impacts significantly the data rate is the channelization for which the 802.11 n defines the use of 20 and 40 MHz channels instead of the initial limited 20 MHz channel offered by 802.11 a/b/g. Typically the 40 MHz channel allows to reach up to 150 Mbps. All this features combined with the concurrent use of the 2.4 GHz and 5GHz bands allow to triple the data rate up to 450 Mbps as 3 data streams are sent simultaneously. All the optional features are detailed in [11].
Other emerging evolution of 802.11 is the 802.11ac that provides very high data rate targeting the theoretically 1 Gbps on the 5Ghz band. This is achievable in using wider RF bandwidth (up to 160 MHz), more MIMO spatial streams (up to 8), multi-user MIMO, and high-density modulation (up to 256 QAM. This new capability brings new scenarii for the end user enabling him to stream simultaneously several HD video to multiple clients within the home or to back-up large data files.
Finally another next upcoming Wi-Fi evolution is Wi-Fi Direct that is able to connect wirelessly in a more simple way any compliant devices for printing, sharing, synchronizing and displaying any contents. Devices can make a one to one or one to many connections to devices simultaneously. The immediate advantages that the end user can benefit from Wi-Fi Direct are as follows:
· Mobility & Portability: Wi-Fi Direct devices can connect anytime, anywhere connections. Since a Wi-Fi router or AP generally located in the RGW is not required, Wi-Fi devices can be connected everywhere. 
· Immediate Utility: Users will have the ability to create direct connections with the very first Wi-Fi Direct certified devices they bring home. For example, a new Wi-Fi Direct laptop can create direct connections with a user’s existing legacy Wi-Fi devices. 
· Ease of Use: Wi-Fi Direct Device Discovery and Service Discovery features allow users to identify available devices and services before establishing a connection. For example, if a user would like to print, they can learn which Wi-Fi networks have a printer. 
· Simple Secure Connections: Wi-Fi Direct devices use Wi-Fi Protected Setup™ to make it simple to create secure connections between devices. Users either press a button on both devices or type in a PIN (i.e., displayed by a device) to easily create a secure connection. 
The mandatory key mechanism that enable a Wi-Fi direct connection between compliant devices are listed hereafter:
· Device Discovery: Mechanism to find Wi-Fi Direct devices and exchange device information.
· Group Formation: Mechanism to determine which Wi-Fi Direct device is in charge of the Group.
· Client Discovery: Mechanism enabling a Wi-Fi Direct device to discover which Wi-Fi Direct devices are in an existing Group.
· Power Management
· P2P-PS and P2P-WMM-PS: Adaptations of legacy Power Save and WMM-Power Save mechanisms that enable additional savings for Wi-Fi Direct devices.
· Notice of Absence: New technique enabling a Wi-Fi Direct device that is in charge of a Group to reduce power consumption by communicating a planned absence.
· Opportunistic Power Save: New technique enabling Wi-Fi Direct device that is in charge of a group to reduce power consumption by entering in sleep state while connected Wi-Fi Direct devices are sleeping as well.

An emerging Wi-Fi inspired wireless interface is gaining interest from TV and PC manufacturers:
Wi-Fi Direct™[12], previously known as Wi-Fi P2P, is a standard that allows Wi-Fi devices to connect to each other without the need for a wireless access point and directly transfer data between each other with reduced setup. Wi-Fi Direct works by embedding a limited wireless access point into the devices, and using Wi-Fi Protected Setup system to negotiate a link. Setup generally consists of bringing two Wi-Fi Direct devices together and then triggering a "pairing" between them, using a button on one of the devices, or systems such as Near Field Communication (NFC) described in 6.2.1.1.4.
[bookmark: _Toc346897248][bookmark: _Toc346897249][bookmark: _Toc346897250]Bluetooth
Historically created by Ericsson on 1994, it was initially studied for a wireless alternative to RS232 connection. Bluetooth is managed by the not-for-profit trade association Bluetooth Special Interest Group(SIG) [13]. Bluetooth is a standard that enables a short wireless connection from fixed and mobiles devices that operates in the ISM(Industrial, Scientific and Medical) band ranging from 2,4Ghz to 2,485Ghz. Bluetooth 1.x version has a physical layer and medium access control based on IEEE standard 802.15.1 whose the last publication was on 2005. The used modulation schema is a combination of spread spectrum, frequency hopping and full-duplex signal at a nominal rate of 1600 hops/sec. It provides a secure way to connect and exchange information between devices such as faxes, mobile phones, telephones, laptops, personal computers, printers, Global Positioning System (GPS) receivers, digital cameras, and video game consoles. The potential range achievable between Bluetooth devices depends on the network condition   and also on the radio class of the  device. For mobile and domestic usages radio class 2 is usually required and allows a range of up to 10 meters.
Bluetooth is a packet-based protocol with a master-slave structure. One master may communicate with up to 7 slaves in a piconet; all devices share the master's clock. Piconets are established dynamically and automatically as Bluetooth enabled devices enter and leave radio proximity meaning that the end user can easily connect whenever and wherever it's convenient for him. A fundamental strength of Bluetooth wireless technology is the ability to simultaneously handle data and voice transmissions. which provides users with a variety of innovative solutions such as hands-free headsets for voice calls, printing and fax capabilities, and synchronization for PCs and mobile phones, just to name a few.
The available data rate never stops to increase as shown in Table 6 and only a focus on the 2 last versions of Bluetooth will be detailed hereafter :

	Version
	Data rate
	Maximum application throughput

	Version 1.2
	1 Mbps
	0.7 Mbps

	Version 2.0 + Enhanced Data Rate(EDR)
	3 Mbps
	2.1 Mbps

	Version 3.0 + High Speed(HS)
	(*)

	Version 4.0
	(**)


[bookmark: _Ref347409709][bookmark: _Toc349807634]Table 6 Available Data rate versus Bluetooth version
(*) is the Bluetooth 3.0 + HS version adopted on April 2009 that is able to achieve a 24 Mbps data rate couples with a 802.11 connection. the Bluetooth link is used for negotiation and establishment and the high data rate traffic is carried over a collocated 802.11 link. The 3 new features ae added to this version:
· AMP(Alternate MAC/PHY) allows the associate the 802.11 High Speed transport connection.
· Unicast Connectionless Data allows service data to be sent without establishing an explicit L2CAP(Logical Link Control and Adaptation Protocol ) channel. It is intended for use by applications that require low latency between user action and reconnection/transmission of data. This is only appropriate for small amounts of data.
· Enhanced Power Control updates the power control feature to remove the open loop power control, and also to clarify ambiguities in power control introduced by the new modulation schemes added for EDR. Enhanced power control removes the ambiguities by specifying the behavior that is expected. The feature also adds closed loop power control, meaning RSSI filtering can start as the response is received. Additionally, a "go straight to maximum power" request has been introduced. This is expected to deal with the headset link loss issue typically observed when a user puts their phone into a pocket on the opposite side to the headset.

(**) is the Bluetooth 4.0 version adopted on June 2010 that includes the Classic Bluetooth, Bluetooth High Speed and Bluetooth Low Energy(BLE) protocols. Bluetooth high speed is based on Wi-Fi as explained previously in 3.0 + HS version and Classic Bluetooth consists of legacy Bluetooth protocols. As it can be noticed the energy savings named BLE is included in the last release as a remarkable  feature. In late 2011, new logos “Bluetooth Smart Ready” for hosts and “Bluetooth Smart” for sensors were introduced as the general-public face of BLE. Cost-reduced single-mode chips, which enable highly integrated and compact devices, feature a lightweight Link Layer providing ultra-low power idle mode operation, simple device discovery, and reliable point-to-multipoint data transfer with advanced power-save and secure encrypted connections at the lowest possible cost.
ZigBee
ZigBee is a registered trademark of the ZigBee Alliance [14] that is a group of companies that published the ZigBee standard upon the physical layer and medium access control defined in IEEE standard 802.15.4. The relationship between IEEE 802.15.4 and ZigBee is similar to that between IEEE 802.11 and the Wi-Fi Alliance. ZigBee standard targets low-cost, low power, low data rate usages. Then it aims to be deployed in large amount of small devices dedicated to wireless control and monitoring applications and that require low battery consumption and small flash memory size(i.e.: up to 32 Ko). It operates in the ISM bands more generally  centred on 2.4 GHz for worldwide usage but with an additional specificity to 868 MHz in Europe, 915 MHz in U.S. and Australia.
Thanks to ZigBee’s architecture it is compliant with tree or star network types. Each ZigBee network is under a coordinator node that creates, controls parameters and insures basic maintenance  as well. An interesting characteristic to notice is the wake-up time which is performed within 30ms that is quiet short compared to the Bluetooth one more ranging around 2-3 seconds. Many profiles listed below are available or under development depending of the application domain:
Released specifications 
· ZigBee Home Automation
· ZigBee Smart Energy 1.0
· ZigBee Telecommunication Services
· ZigBee Health Care
· ZigBee RF4CE – Remote Control
· ZigBee RF4CE – Input Device
· ZigBee Light Link
Specifications under development 
· ZigBee Smart Energy 2.0
· ZigBee Building Automation
· ZigBee Retail Services 

To have a netter overview on the order of energy consumption of the 3 previous presented standard a brief comparison is shown on Table 7:
	standard
	ZigBee
	Bluetooth 1.x
	Wi-Fi

	IEEE
	802.15.4
	802.15.1
	802.11a/b/g/n

	Memory size
	4-32 kB
	250 kB +
	1 MB +

	Battery life
	years
	months
	hours

	Number of nodes
	65 000+
	7
	32

	Transfer rate
	250 kbps
	1 Mbps
	11-54-108-320 Mbps

	range
	100m
	10 m
	300 m


[bookmark: _Ref347409779][bookmark: _Toc349807635]Table 7 ZigBee, Bluetooth Classic, Wi-Fi comparison
As it can be noticed in Table 7 ZigBee is a serious competitor to Bluetooth in term of power consumption and for instance can be advantageously used in a RGW in combination with the Wi-Fi Access Point to dramatically increase the energy savings during the overall wake up process
[bookmark: _Ref349578464]NFC
[bookmark: OLE_LINK15]To be complete NFC(Near Field Communication) has to be review as well as it is the emerging wireless interface that is up coming on the Smartphone. Popular application is dedicated to contactless payment system but others are foreseen such as by simply approaching your Smartphone from your STB giving the appropriate level of rating(parental control) on your TV program or as demonstrated by Sony on CES 2013 mirroring your Smartphone display on your TV screen and reversely by approaching your Smartphone from your remote control. 
NFC is a communication protocol based on existing RFID(Radio Frequency IDentification) and managed by the NFC Forum [15] formed on 2004 and that count more 140 members today. 
NFC is a short range communication system (less than 0.2 m)that is able to communicate to unpowered NFC chip called Tag. As such Smartphone that NFC capable can be paired to passive Tag available as sticker to automate tasks with NFC specific apps.
As NFC set-up is very short(< 0.1s) it could be associated to bootstrap Bluetooth or Wi-Fi connections. The main characteristics are an operational frequency of 13.56 MHz within the ISM band and supported data rates of  106, 212, and 424 kbps. NFC allows 2 modes that are declined as follows:
· Passive mode: The initiator device provides a carrier field and the target device answers by modulating the existing field. In this mode, the target device extracts its operating power from the initiator-provided electromagnetic field and then wakes-up to respond to the initiator device.
· Active mode: Both initiator and target devices communicate by alternately generating their own fields. A device deactivates its RF field while it is waiting for data. In this mode, both devices typically have power supplies.
NFC compared to Bluetooth Low Energy  has some advantages:
· a shorter range that prevents the end user to be less sensitive to unwanted interception typically in a crowded area
· a less power consumption required comparatively to Bluetooth less power as it operates at very low frequency which results in much smaller free space loss. 

[bookmark: _Toc349807585]Wired interface
As an alternative to wireless home network, wired home network is used as well. It covers Ethernet , coaxial and power line connections.
Ethernet
Ethernet is the most popular wired home connection as it was commercially introduced on 1980 and standardized on 1985 under IEEE 802.3. The physical layer of Ethernet evolves continuously as required data rate within the home was increasing. The most common forms used are 10BASE-T, 100BASE-TX and 1000BASE-T which allow associated with the commonly used connector RJ45 respectively to enable a 10 Mbps, 100Mbps and 1 Gbps connection. 
An Ethernet data packet is composed firstly of a start frame delimiter and preamble, followed by an Ethernet header featuring source and destination MAC address. The frame ends with 32 bits CRC(Cyclic Redundancy Check) to detect corruption of data during transmission.
An Ethernet connection deployed at home with a router plugged to a RGW enable the end user to connect his PC to the home network and the internet. The inconveniency is to have a home ready Ethernet wired installation which is not that common within household.
MoCA
[bookmark: OLE_LINK16]MoCA (Multimedia over Coax Alliance) [16] is an open industry alliance established on 2004 that promotes (i.e.Figure 16) the distribution of multiple HD video streams coming from Pay-per-view, VoD, multi-room gaming, DVR. 
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[bookmark: _Ref349578062][bookmark: _Toc349807615]Figure 16 MoCA within a home network
One of the main constraint was to preserve compliancy with existing operator primary services such as  Telco/IPTV, CATV(CAble TeleVision) and DBS(Digital Broadcast Satellite), then it conducted to spread MoCA 1.x service over 500-1500 MHz frequency bandwidth split in different bands as presented on Table 8:

[image: ]
[bookmark: _Ref349577720][bookmark: _Ref349577708][bookmark: _Toc349807636]Table 8 MoCA 1.x RF frequency plan versus existing services
The physical layer specified in MoCA 1.1 allows to reach a maximum data rate of 175 Mbps.
The specification was upgraded to MoCA 2.0 on 2010 and introduced 2 modes, the Basic one and the Enhanced one that achieve a net data rate of 400 Mbps and 800 Mbps respectively. The upper frequency of the operating band was also extended from 1500 MHz to 1650 MHz.
MoCA was primary targeting the US market as 90% of North American household have coaxial cable but quickly the European market was also envisaged. MoCA in Europe has some difficulties to emerge as HomePlug standard gains traction with its power line technology. MoCA announced on June 2012 that a trial phase is launched with 6 european service providers but with no experiment results so far.
Power Line Communication
Power Line Communication covers a wide area of applications that relates to technology carrying data over AC electrical power transmission or distribution. To cope with the ICARE project this section will be focused only on home networking usage which was especially addressed on 2000 by the HomePlug Alliance [17].  This trade association of manufacturers, retailers and service providers targets application dedicated to in-home distribution of TV, gaming and internet access. The Alliance performed tests of interoperability and certifications of products based on HomePlug specification and IEEE 1901 standard. The HomePlug Alliance published the initial specification HomePlug 1.0 on June 2001 but was continuously upgraded to cope with the increasing data rate that ISP provide to household. Consequently a new version entitled HomePlug AV was published in 2005 especially dedicated to HD and VoIP applications. The achievable row data rate was leveraged from 14 to 200 Mbps. Others versions were declined more recently such as:
HomePlug Green PHY is a subset of HomePlug AV that is dedicated to home appliances with a significant energy savings of 75% compared to the AV version however the data rate is limited to 10 Mbps.
HomePlug AV2 released on Jan. 2012 provides a gigabit class physical layer data rate compliant with MIMO mechanism. It is interoperable with HomePlug AV and HomePlug Green PHY
The arrival up to the home of PLC technology is becoming popular and during the last years, the most widely deployed HomePlug devices are "adapters", which are standalone modules that plug into wall outlets (or power strips or extension cords) and provide one or more Ethernet ports. In a simple home network, the router of the RGW is connected via Ethernet cable to a powerline adapter, which in turn is plugged into a nearby power outlet. A second adapter, plugged into any other outlet in the home, connects via Ethernet cable to any Ethernet device (e.g., computer, printer, IP phone, gaming station). Communications between the router and Ethernet devices are then conveyed over existing home electrical wiring. More complex networks can be implemented by plugging in additional adapters as needed. A powerline adapter may also be plugged into a hub or switch so that it supports multiple Ethernet devices residing in a common room.
[bookmark: _Toc349807586]Media Protocol
[bookmark: _Toc349807587]DLNA
[bookmark: OLE_LINK17]The Digital Living Network Alliance(DLNA)[18] is a trade association founded in 2003 for the definition of standards-based technology to “make it easier for consumers to use, share and enjoy their digital photos, music and videos”. As of January 2011, more than 9,000 different devices have obtained "DLNA Certified" status, indicated by a logo on their packaging and confirming their interoperability with other devices. 
DLNA is a set of guidelines that defines how the home network interoperates at all levels and applies a layer of restrictions over the types of media file format, encodings and resolutions that a device must support:
· Link Protection : DTCP/IP
· Media Formats : MPEG2, MPEG4, AVC/H.264, LPCM, MP3, AAC LC, JPEG, XHTML-Print
· Media Transport : HTTP
· Media Management : UPnP AV 1.0, UPnP Print Enhanced 1.0
· Discovery and Control : UPnP Device Architecture 1.1
[bookmark: _Toc349807588]UPnP+ and UPnP+ Cloud
Background 
[bookmark: OLE_LINK18]As an introduction let’s remind what is Universal Plug and Play (UPnP). It is a set of networking protocols primarily for residential networks, without enterprise class devices, that permits networked devices, such as personal computers, printers, Internet gateways, Wi-Fi access points and mobile devices to seamlessly discover each other's presence on the network and establish functional network services for data sharing, communications, and entertainment. The UPnP technology is promoted by the UPnP Forum.
The concept of UPnP is an extension of plug-and-play, a technology for dynamically attaching devices directly to a computer, although UPnP is not directly related to the earlier plug-and-play technology. UPnP devices are "plug-and-play" in that, when connected to a network, they automatically establish working configurations with other devices.
The UPnP architecture allows device-to-device networking of personal computers, networked home appliances, consumer electronics devices and wireless devices. It is a distributed, open architecture protocol based on established standards such as the Internet Protocol Suite (TCP/IP), HTTP, XML, and SOAP.
The UPnP architecture supports zero-configuration networking. A UPnP compatible device from any vendor can dynamically join a network, obtain an IP address, announce its name, convey its capabilities upon request, and learn about the presence and capabilities of other devices. Additionally UPnP protocol stack incorporates a service discovery named Simple Service Discovery Protocol (SSDP) that was initially described in an IETF Internet draft by Microsoft and Hewlett-Packard in 1999. SSDP is intended for use in residential or small office environments and a description of the final implementation is included in UPnP standards documents. 
[bookmark: _Toc296010789]UPnP AV standards
As written in[19], the UPnP Audio Visual (AV) specifications define a set of UPnP device and service templates that specifically target home environments with consumer electronic (CE) equipment such as TVs, VCRs, DVD players, stereo systems, MP3 players, and PCs. CE device refers to any equipment that interacts with entertainment content such as movies, audio, and still images.
In today’s home, CE devices interoperate with each other by using dedicated cables or by hand carrying CDs and DVDs to devices. The UPnP AV specification enables CE devices to use a digital network to interoperate with each other instead of dedicated analog cables. This network-wide interoperability allows CE devices to distribute entertainment content throughout the home network via CAT5 (Ethernet) cables or Wi-Fi connections.
The UPnP AV architecture defines the three main logical entities that constitute UPnP AV architecture: a media server, a media player (also called a renderer), and a control point. Any of these entities can be combined as a single piece of equipment.
· The media server provides entertainment content and sends that content to other UPnP AV equipment via the home network. It may be a CD or DVD jukebox, a personal video recorder hard drive, personal computer with MP3 files, or even a TV receiver.
· A media player receives external content from the network and plays or renders it on its local hardware. The media player might be a stereo system, TV set, or just a set of amplified speakers. When it is incorporated within the player it is called a media renderer but when it is a separate device it is called a media adapter.
· A control point coordinates the operation of the media server and media player to accomplish the requests of the end users. With a control point, one selects what they want to hear or view and where they want to hear or view it. Many control points are part of a media player that uses the remote control for the user input device.

The UPnP AV specification is an extension of this basic UPnP architecture.
Within the UPnP AV specification are a number of services: AV Transport, Connection Manager, Content Directory, Rendering Control and Scheduled Recording. These services define the AV content, what AV media is available or supported, and optionally how to move and control the AV data. The current version for UPnP AV specification is 4.0.
UPnP Remote Access
On 2008 UPnP forum released the UPnP Remote Access specifications v1 that addresses the enabling of connecting remotely UPnP device to the home network and interact with the UPnP devices physically attached to the home network.
To follow the evolution of home networking that could extend itself out of the home, an UPnP Remote Access specifications v2 was released on 2011. It addressed the enabling of connecting two UPnP networks via Remote Access Server attached to the networks. Then the services and devices in one home network are accessible to services and devices of another home network and vice versa. This illustrated in the use cases Figure 17:
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[bookmark: _Ref349575505][bookmark: _Toc349807616]Figure 17 Home to Home use case
UPnP+/UPnP+ Cloud
On August 2012 the UPnP forum announced the creation of a new task force named UPnP+ whose purpose is to expand existing UPnP capabilities to support mobile connected computing evolution, including cloud-based service delivery, smartphone content sharing, and the Internet of Things. The targeted area of study for UPnP+ are as follows:
· Full integration of IPv6 with seamless backwards compatibility to IPv4
· Integration of content and services from the cloud
· Access to UPnP devices and services from web browsers
· Improved support for low-power and mobile devices
· Grouping or pairing of similar devices and services
· Bridging to non-UPnP networks (e.g. ZigBee, Z-Wave, Bluetooth, ANT+) for a broad range of applications including health & fitness, energy management, and home automation
As listed above by the UPnP+ task force, cloud infrastructure concern was identified and a dedicated task force named UPnP+ Cloud was created. It will provide the vision and information necessary to organize and define the work required for UPnP participation in cloud services.
Other technological opportunities such as REST and Zeroconf discovery are still under study but not for the time being officially included in the UPnP+ features.
[bookmark: _Toc349807589]Web4CE
The CEA (Consumer Electronics Association) R7 Home Network Committee has released on June 2006 a new standard CEA-2014 A that specifies a Web-based Protocol and Framework for Remote User Interface on UPnP Networks and the Internet (Web4CE)[20] . An updated version CEA 2014B was released on January 2011. Web4CE was also accepted as the baseline of the remote user interface promoted by DLNA.  This new framework allows the user to control or to have access to different devices(PC, mobile, TV) of the home as long as their belong to the home network and are compliant with UPnP. 
[image: ]
[bookmark: _Toc349807617]Figure 18 Web4CE framework
Consequently the home network device will provide an interface (display and control options) as a Web page able to be displayed on any other device connected to the home network. That means that you can control a home networking device through any browser-based communications method for CE devices on a UPnP home network using Ethernet and a special version of HTML called CE-HTML.
The standard was specified to cover different use cases that are summarized hereafter:
· In order for a server to communicate with a variety of devices considered as clients within the home it is necessary to setup an exchange mechanism protocol allowing the UI to fit with AV capabilities. To display correctly the UI on the device seen as the client different display profiles are provided within the Web4CE ranging from MD(low end display capable device), SD(Standard Definition capable device) to HD(High definition capable device). 
· A mobile device used as a remote control to interact with applications installed on the TV set  is another use case that Web4CE can handle. 
· A bidirectional communication between server and client devices is something of high interest as it allows to notify to the client  through an event mechanism an update of the web page or to display on the TV set a phone call received  on the mobile phone. To perform such feature a TCP/IP connection will be enabled between the server and the client through JavaScript and send/receive data process.
· A session migration mechanism is also covered by Web4CE typically when a session starts on a mobile device and for any reason has to migrate to another devices such the TV set. To do so Web4CE specifies a save/restore mechanism using JavaScript API to allow the client to store the UI status on a server to be re-use on another/ or the same client later.
· AV content manipulation such as overlay , resizing or persistency over different web pages are also another mechanisms handled by Web4CE.

[bookmark: _Ref348619909][bookmark: _Toc349807590]Mpeg-DASH
Adaptive streaming over HTTP is quickly becoming a major method for multimedia content distribution. Among the HTTP adaptive streaming protocols which are already deployed, three are well known: the Apple protocol, “HTTP Live Streaming”, (HLS) specified in [21], the Microsoft “Silverlight Smooth Streaming” described in [22], and the “Adobe Dynamic Streaming” described in [23].
[bookmark: OLE_LINK19]Standardization work has been carried out by 3GPP within the SA4 group and in MPEG by the “Dynamic Adaptive Streaming over HTTP” (DASH) group which released a complete specification in December 2011, see [24].
These streaming protocols are adaptive, meaning that they are designed to cope with highly varying types of clients and network conditions The stream is available on an HTTP server with different qualities. The highest quality has a high bit rate; the lowest quality has a low bit rate. This allows distribution to many different terminals which can be subject to highly varying network conditions. The whole stream is divided into chunks which are made such that a client, (the player or terminal), may smoothly switch from one quality level to another between two chunks. As a result, the video quality may vary while playing but rarely freezes.
The stream is announced to the player as a description (manifest), published by the server, which gives, among other things, a set of so-called “representations” (cf. Figure 19), one representation per quality level (bit rate). Each representation is made of a series of chunks of equal duration and has a set of descriptive elements attached for selection by the client. Each chunk is accessible by a separate URL. This approach has several benefits.
First, the Internet infrastructure has evolved to efficiently support HTTP. For instance, CDNs provide localized edge caches, which reduce long-haul traffic. Also, HTTP is firewall friendly because almost all firewalls are configured to support its outgoing connections. HTTP server technology is a commodity and therefore supporting HTTP streaming for millions of users is cost effective.
Second, with HTTP streaming the client manages the streaming without having to maintain a session state on the server ([24] chapter 1). Therefore, provisioning a large number of streaming clients does not impose any additional cost on server resources beyond standard Web use of HTTP, and can be managed by a CDN using standard HTTP optimization techniques.
For all of these reasons, HTTP streaming has become a dominant approach in commercial deployments.
Depending on the protocol, the manifest can have different formats. For Apple HLS, it is an M3U8 playlist, called the “master playlist”. Each element of this playlist is another playlist, (one per representation).
According to other protocols, (DASH for instance), the manifest is an XML file describing all the representations one after the other.
The figure below illustrates the DASH client model as defined in the standard.
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[bookmark: _Toc349807618]Figure 19 DASH client model[24]
DASH allows multimedia content to be delivered through http to the client. The multimedia content is stored on http server through 2 parts: the Media Presentation Description (MPD) and the segments.
· The Media Presentation Description describes a manifest of the available content, its various forms (video resolution, bit rates, number of views, etc.), their corresponding URL addresses, and any other useful characteristics. It is available on the http server in a XML file, which is illustrated on Figure 21. The media presentation is a collection of encoded data (called segments) of the same content (e.g. a video). The media presentation data model is represented on Figure 20.
· The segments contain the multimedia content in the form of chunks, in one or more files. They are available for HTTP Get and partial HTTP Get requests issued by the client and can contain any type of data.
Among others, the standard defines the syntax to support decoding dependencies, layered content, stream alignment for bitstream switching, MPEG 4 file format and MPEG 2 TS, and also Digital Right Management (DRM) technology.
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[bookmark: _Ref309317560][bookmark: _Toc349807619]Figure 20 Media Presentation Data Model [25]
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[bookmark: _Ref309317577][bookmark: _Toc349807620]Figure 21 MPD XML schema

Depending of its available bandwidth, the client will choose ‘its’ best representation at any time. Available bandwidth is determined dynamically, at every received chunk: the RTT (Round Trip Time) is measured and used to estimate the bandwidth.

The HTTP Adaptive Streaming Client classical behavior for bandwidth estimation is illustrated in Figure 22.
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[bookmark: _Ref332120518][bookmark: _Toc349807621]Figure 22 Frame exchange and behavior of an HTTP Adaptive Streaming Client [25]
Figure 23 shows how the reception rate at the client side varies in time when loading one chunk. At time 0, the client issues an HTTP request for a chunk. There is first a period of “idle” time corresponding to the RTT (here around 200ms). Then packets are received with the chunk content. These packets come at the peak rate (here around 4.5Mbps) of the connection. Finally, the reception rate falls again to zero when the chunk download is finished (here close to the chunk duration).
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[bookmark: _Ref332720243][bookmark: _Ref332720227][bookmark: _Toc349807622]Figure 23 Example trace of reception rate for one chunk
The client is able to estimate both the RTT and the available peak bandwidth, and uses these values to make a prediction of the maximum chunk size that can be requested with a good chance of being received within the duration of one chunk.
Clients typically average the bandwidth estimation thanks to the following formula:

BWn = BWn-1 + (1-)Dn
With:	0 ≤  ≤ 1,
	BWn, the averaged bandwidth for chunk n, used for next chunk request,
	Dn, the received data rate of chunk n.
Client also use some buffering to protect against sudden lack of bandwidth. To fill the buffer they request chunks small enough to be received in shorter time than the chunk duration, asking the next chunk as soon as the previous one was received. When the buffer is at its normal size, the client tries to load chunks that fit the chunk duration. If some chunk loads too slowly, the buffer is consumed and the client will try to fill it again with following chunks.
Clients may use various strategies to optimize the tradeoff between video quality and robustness to network variations.
[bookmark: _Toc349807591]DVB-HN

The DVB Forum set-up a working group on 2005 that addresses the distribution of broadcast and broadband IPTV services in the home. As the scope of the target was quite large the standardization process has been split in phase 1 and phase 2. The scope of the phase 1, summarized as “device-to-device home networking” support, aims the following features on the same home network:
· detecting devices
· detecting features of devices
· detection of content
· content streaming
· controlling devices
· getting events from devices
· displaying user interfaces of devices 

The phase 2 is supposed to cover the following features:
· Support of HN-specific MHP APIs that deal with Home Networking for example for finding other devices on the home network.
· Support of multi-service Home Gateway (e.g. OSGi Service Platform). This would not mean that DVB should provide Home Gateway specifications. DVB could provide requirements to a partner organization working on it or contribute video related specification parts to a partner organization.
· Distributing DVB content from one home to another home, e.g. principle home to a summer home.
As usual in DVB standardization process a DVB-CM(Commercial Module)-HN phase1 was  formed. It was followed by the TM(Technical Module) that releases the DVB_HN phase1 specification on 2010 as TS 102905 v1.1.1. It quickly appeared that a tight coupling had to be performed between DVB-HN specifications and DLNA guidelines. Accordingly, a liaison has been set up between DVB and DLNA. 
The DVB-HN phase 1 provides a Reference Model (Figure 23) that is based on UPnP-AV and defines how typical Radio and TV services, including teletext, subtitles, EPG and recording, can be shared across a Home.
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[bookmark: _Ref347409893][bookmark: _Toc349807623]Figure 24 Home Network reference model
The acronyms are as follows: 
UGD (Unidirectional Gateway Device), BGD (Bidirectional Gateway Device), DMS (Digital Media Server) and DMR (Digital Media Renderer).
According to DVD members the phase 2 has not started yet due to the fact that all requirements targeted in phase 1 are still not all met.
[bookmark: _Toc349047688][bookmark: _Toc349807592]Home network error resiliency
Following the review on the last media protocol evolutions, it appears to be relevant to point on the main issues of delivering media contents within the home especially in the context of multi-screen and multi-devices usage.
The most challenging problems using multi-screen at home are the network QOS (Quality Of Service) and the error correction. There are usually two kinds of networks where end user is connected: 
The first one is very traditional:  the multicast network (Closed Multicast network) owned by the Telco, where the customer buys broadband and IPTV services from the same operator and usually all equipments are provided by the service provider itself.
The second one is newer: the OTT (Over the Top) network where the consumer selects broadband provider separately from their IPTV provider. Usually IPTV STB is provided by IPTV operator and modem or wireless router is bought separately or possibly offered by the broadband provider.
Consequently those 2 cases have to be analyzed separately: 

Case1:
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[bookmark: _Ref349052093][bookmark: _Toc349807624]Figure 25 Typical Telco to end user content delivery configuration

The end to end service is provided by Telco’s managed multicast and unicast networks (Figure 25, green blocks are Telco’s equipments). From the head end operator side it can tag using QOS DSCP/IEEE802.11e (Differentiated Services Code Point and IEEE802.11e standard in WLAN) live video feeds to be in priority one, then video feeds are going through the network to end user’s router which gives same priority than the one fixed by the service provider in the service center. Because live broadcast is in multicast (UDP), the only way to replace lost packets is to use error correction by adding correction bits into the video feed or using video buffer in encoder/multiplexer side. Correction bits can be added to the stream by using available Forward Error Correction (FEC) mechanism to be used directly by the decoder of the STB/Mobile device. By using video buffer we can also achieve almost same results but it impacts on time delay that is not really the wanted feature. 
From the files (coming from Video On Demand or Network Personal Video Recorder) point of view there are two ways to handle errors. First way is, when whole video files or at least a significant part of it, is possible to store on the end user’s device, then basic TCP traffic will ask for lost packets and the file is always complete or using HLS(HTTP Live Streaming developed by Apple Inc.). Second case is streaming in unicast mode with tagged QOS in video, so that QOS will work to end users devices.  
In this case we have assumed that home router with wireless network access is provided by the operator.
Case2:
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[bookmark: _Ref349052894][bookmark: _Toc349807625]Figure 26 Typical OTT to end user content delivery configuration

The service is provided by OTT where the network provider is different than the IPTV service provider. (Figure 26, green block is provided by OTT). In this case live video tagging on the head end side won’t help because network won’t deliver it to end user’s devices. Streams can be sent with error correction based on proven solutions such as video buffers or FEC. The best way to deliver live streaming in unicast is TCP or HLS because it ensures that all routers will pass traffic to the end user devices because traffic is considered as classic internet traffic. The only way to get QOS working well within home network is that home router needs to tag video streams (IEEE802.11e standard in WLAN). In this case the end user has bought their home router themselves.
There are also, external paired WLAN devices (point to point). One example is Motorola VAP2400 that delivers video feeds in separate wireless network dedicated to video streams only.  In this case usually the second screen is fixed with wireless receiver and is not suited for mobile devices. Another challenge is also broadband network bandwidth fluctuation meaning that the end user has not all the time the 8Mbps ADSL he monthly paid for. A suitable solution for that is HTTP adaptive streaming, for which many variations exist, as a result it would be helpful to get only one format that would be common to all devices, regardless of platforms. HLS offers nicely this compatibility today, but it is in an early phase.

To conclude on those 2 cases the end user disposes of new devices(tablet, Mobile phone, PC) different from a STB whose software is something well managed by the operator. Then it constitutes a new challenge especially for the devices that have potentially limited features and needs the installation of a dedicated video player able to play video streams and also to handle error correction and different video formats.
[bookmark: _Toc349807593]ENABLERS 
This section aims to focus on an updated State of the Art of the enablers that are foreseen to be introduced in the new home architecture always in the respect of fulfilling the context of ICARE project. 
[bookmark: _Toc349807594]From former funded projects
The ITEA2-CAM4Home project developed a freely available open service platform enabling development of end-to-end multimedia services for personalized and interoperable content delivery[26]. The platform provides open Web Service interfaces to create and try out metadata-enabled applications and services on top of the CAM4Home Metadata Framework and Core Service Platform.

[image: C:\Users\elejka\Desktop\CAM4HOME_Open_Platform.jpg]
[bookmark: _Toc349807626]Figure 27 CAM4Home Open Service Platform
Core platform services provide enabling services integrating the CAM4Home service platform by providing support for dynamic runtime service management (service registration, discovery), service interactions (inter-service messaging, eventing, data sharing and storing), and context information management (storing and querying of user, device and network profiles). 
Metadata services provide enabling services implementing the CAM4Home meta-model and metadata framework specification and providing the applications and user services support for CAM metadata creation, processing, management and search. The CAM4Home metadata framework and services support dynamic extension of the metadata specification of the platform at run-time for application specific needs.
[bookmark: OLE_LINK20]The ITEA2-ACDC project aimed to develop Adaptive Content Delivery Cluster and intelligent user-aware Multimedia and Entertainment applications, relying on the usage of new infrastructures based on Cloud Computing and intensive use of semantic knowledge technologies. Several enablers were developed on top of the including semantic content based video recommendation engine and user profile and usage history gathering.
ACDC Content Based Video Recommendation Engine[27] performs content similarity calculation using content related metadata features. After collecting user profiles, content based recommendation - can be extended with user preferences and usage history.

[bookmark: _Toc349807595]Media Content synchronization
Today's television experience is currently evolving from the simple linear broadcast model towards an approach where personalized, interactive TV services are enabled by the delivery of associated content over broadband networks. Such a hybrid delivery model is already being exploited by a number of actors in the TV landscape. The manufacturers of television sets are providing "Connected TVs" incorporating broadband access to catch-up TV, enhanced program guides and Internet video content such as YouTube. Initiatives such as HbbTV(4.3.1) and YouView(4.3.2) have brought together broadcasters, content providers and Internet service providers seeking to define a standardized approach to the provision of hybrid broadcast broadband services. The HbbTV specification, for example, is based on elements of existing specifications including OIPF (Open IPTV Forum), CEA, DVB and W3C and the first HbbTV services were launched by German broadcasters in December 2009. Up to now these initiatives incorporate only TV services where the synchronization between the broadcast and broadband deliveries remains “loosely” coupled. The delivery of the tightly synchronized components, notably audiovisual streams, is carried out over one network while the delivery of components with less critical synchronization constraints like signaling, metadata, Web content or DRM is carried out over the other one.
As a preamble it is necessary to give an overview of existing synchronization techniques and which problematic they solve. The different constraints of content delivery over heterogeneous networks have led to the adoption of technical solutions based on different transport protocols and underlying timing models. The MPEG2 transport stream (MPEG2-TS), which is well established in the broadcast world, was designed for networks having a constant transmission delay. It specifies a buffer and timing model in which all receivers should have the same behavior. IP-based solutions, adopted in the broadband world, such as the real-time transport protocol (RTP) or more recently HTTP adaptive streaming solutions, were designed for networks having variable transmission delay. To account for this, more flexible timing models have been adopted, resulting in implementation dependent receiver behavior. If we are to synchronize media components delivered over both types of networks, a solution that copes with both these different models is required.
One approach to the hybrid network synchronization problem is to use a unique delivery reference clock, such as the MPEG2-TS program clock reference (PCR) and its associated presentation time stamps (PTS), for both networks. In this case, the PTS is carried over the broadband network using an IP transport protocol, such as RTP. Both NHK and BBC researchers have adopted this approach, for cases where the broadband content server and broadcast equipment are collocated [28]or by employing clock recovery at a remote site.[29] However, a problem with this approach is that re-multiplexing functions, used in many networks, typically regenerate the PCR making it difficult to maintain clock continuity. Furthermore, for on-demand applications, knowledge of the PCR/PTS does not provide sufficient information to ensure that the requested content can be aligned with the broadcast stream. The PCR is attached to the service and contains no reference to the temporal position within the current event, where an event is a grouping of elementary streams, with a defined start and end time, belonging to a common service. A timing reference attached to the content itself is required to solve this problem.
Such a timing reference was developed in the SAVANT (Synchronized and scalable AV content Across NeTworks) project [30]. The synchronization principle is presented Figure 28:
[image: ]
[bookmark: _Ref347413394][bookmark: _Toc349807627]Figure 28 End-to-end synchronization of streamed additional content with main content
In order to synchronize components delivered simultaneously over broadcast, using MPEG2-TS, and over broadband, by RTP, a common counter (timeline) was associated with the components. The broadcast timeline consisted of Normal Play Time (NPT) descriptors transported in MPEG2-TS digital storage media command and control (DSM-CC) private data sections. The delivery system simultaneously starts the generation of NPT descriptors and the RTP component time-stamping and therefore sets the same NPT values in RTP timestamps. Initial values are set to “0”. Such an approach implies co-localization of broadcast and broadband content sources. Furthermore, DVB now considers that “the use of NPT is obsolete” and the RTP RFC specifies that the initial value of the timestamp should be set randomly. Whilst the use of a common timeline is a promising approach, there still remains a need for a solution demonstrating suitability for distributed content sources, ease of deployment in existing broadcast TV infrastructure, and highly accurate synchronization.
Technicolor R&I proposed a different solution based on the insertion of a timeline allowing to synchronize accurately TV services originating from heterogeneous Networks. A paper[31] published on 2011 describes in detail the solution that carries over a MPEGTS and IP transport protocol a timeline track. The timeline component added to the other media components is formatted according to the DVB specification for the carriage of synchronized auxiliary data [32] and inserted in the MPEG-TS as presented in Figure 29:
[image: Timeline Component Insertion]
[bookmark: _Ref349049608][bookmark: _Toc349807628]Figure 29 Timeline component insertion in MPEG2-TS
Figure 29 shows the timeline insertion architecture in a broadcast context, with an MPEG2-TS embedding a timeline component, in addition to the usual encoded audio and video components. As a typical audiovisual stream output from broadcast playout incorporates timecode information, the “timeline data supplier” is able to retrieve this information for an event, generate the full timeline component and provide it to the “timeline encoder”. The “timeline data supplier” is fed in advance with, for instance, one file per event requiring a timeline. Event timeline files are stored independently of the audiovisual content. Each file contains not only the video timecode corresponding to the beginning of the event timeline creation but also the event duration and the parameters to be set such as the “broadcast id” and the “content labelling”. The “timeline data supplier” retrieves the video timecodes from the incoming video and generates the event timeline.
The “timeline encoder” encapsulates the timeline component in the appropriate transport format and assures the synchronization of the timeline with the audio/video components by computing the presentation timestamps from the recovered program system clock. Whilst Figure 26 shows MPEG2-TS transport, implying the use of the PCR/PTS timing model, a similar approach is employed for IP transport, based on a Network Time Protocol (NTP) reference.
The main advantages compared to timecode solution are firstly its transparency to any potential re-multiplexing that may generally occur along the head-end TV program chain and secondly its compatibility with any existing, or future, transport protocol, as the timeline is a content item component in its own right.
An alternative approach for the synchronization of audiovisual components delivered over heterogeneous systems is to use characteristics of the audiovisual content itself as a temporal reference. One such technique is to exploit watermarks in the audio signal of a TV service. Indeed, audio watermarks are already commonly used to identify a program for audience measurement purposes. By using the channel identifier and timestamp in the watermark, it is possible to detect the position in the program being watched. A number of actors, notably Nielsen, are using such techniques for second screen interactivity synchronized with a broadcast program. Another solution involves extracting a fingerprint directly from a captured sample of the audio or video and comparing it to a known database. Some technology providers (e.g. IntoNow, VideoSurf) already have tablet applications, based on this approach, which are able to retrieve metadata relevant to, and roughly synchronized with, the main screen program. Unlike the previous techniques, this approach presents the advantage of leaving the broadcast content unchanged, though such solutions require supplementary data processing in the client device. However, both the watermarking and signal extraction techniques rely on the capture quality of the second screen device and are therefore susceptible to environmental noise and the capabilities of the device itself.

[bookmark: _Toc349807596]Bandwidth arbitration for adaptive streaming
For content flowing from the Internet to the home (or the opposite way), the bandwidth available on the home access link is most of the time the main bottleneck. Traditional web browsing or file downloading accommodate reasonably well with bandwidth limitations and variations and work in a “best effort” mode which is the underlying model of Internet. When such applications concurrently try to use bandwidth most of them rely on TCP to ensure some fairness of the bandwidth sharing.
When it comes to multimedia streaming services, the sensitivity of these contents to timely reception raises many challenges. While most devices today embed enough memory resources to manage a reasonable buffering capacity, it is possible to cope with jitter or even packet loss recovery while playing a content. However, permanent bandwidth limitations are a real obstacle to correct concurrent streaming. Obviously, if the access link is limited to say 6 Mbps, two videos requiring 4 Mbps each will never be able to play correctly at the same time. With traditional streaming techniques, this quickly becomes an issue when no coordination of multiple streams is done.
Some technical approaches are used to address the issues with multimedia streaming:
1. IP-TV service providers using managed networks are able to reserve a fixed amount of bandwidth to the TV service. Then all other traffic will only be able to use the remaining bandwidth while TV is playing.
2. Differentiated Services can be used to privilege the routing of multimedia packets compared to other kind of traffic. The main effect is to “protect” the multimedia streams from interference of less important traffic.
3. Admission control can be implemented if a central entity knows which are the streaming services requested (such as in the IMS architecture). Then for each requested service, it will be accepted only if the required bandwidth is available. In the above example, this means only one of the 2 requested videos will play, but it will play well.
These techniques have however some limitations:
· With fixed bandwidth videos, you may experience threshold effects. With an available access bandwidth just a little bit below the sum of the bit-rates of the videos you requested, it is not possible to play both of them. At the same time playing only one video may leave almost half the bandwidth unused (wasted).
· Centralized decision means that all your video services are delivered through the same system. This most often means you get everything from a single provider (e.g. your ISP) but don’t have the ‘freedom’ that you might expect from the use of the Internet.
· Traditional streaming techniques have to decide for a bit-rate for the entire session. Then when the number of streaming sessions changes no reconfiguration is done to adapt to this.
HTTP Adaptive Streaming (see 5.2.2.4) is supposed to improve the landscape. The ability to adapt to the bandwidth they can get allows clients to play in various situations. In our example, the 2 videos would be able to use about half of the available bandwidth each, thus 3 Mbits/s. The loss of quality from the ideal 4 Mbit/s is compensated by the ability for 2 users in the same home to watch different streams at the same time. Also, the technique is decentralized in all clients which do not know each other, and relies on existing TCP properties for ‘fair use’ of the bandwidth sharing.
Although HAS seems really promising, there are still known issues with it.
· Research studies [33] [34] [35] have highlighted performance issues occurring when several HAS players compete with each other on a bottleneck. In these conditions, the HAS solution doesn’t address properly the bandwidth arbitration which results in downward effects on the streaming quality with regard to three key metrics: stability, fairness and efficiency.
· [37] also points out what happens when a video streaming flow competes with a TCP flow doing a long file download. HAS service experience degraded performances in the presence of a competing TCP traffic, explained by the discrete nature of chunk downloads versus the long running TCP download which grabs bandwidth during HAS idle periods.
· A last issue with the HAS technique is that bandwidth sharing is controlled uniquely through TCP mechanisms. They tend to distribute the bandwidth equally to all clients. But the needs of different clients playing different content may be quite different, as e.g. a High Definition program viewed on a large TV set compared to a small video clip viewed on a Smartphone. In such a case it would be more appropriate to allocate a bigger share of bandwidth to the HD stream than to the small one.
Further research published in [36][37][38] has investigated more precisely what are the reasons for HAS behavior in concurrent streaming. Understanding the root causes of the issues may help finding the most efficient solutions.
Indeed it is still possible to improve the implementation of HAS clients to limit the issues. This was for example the proposal of the FESTIVE project [39].
However “central” arbitration of the bandwidth usage has also a good potential to improve the overall quality across multiple streams, and is the only way of addressing the issue of allocating unbalanced shares of bandwidth according to specific needs. We call this enabler the bandwidth arbitration service. It should include the following set of features:
· The ability to identify flows of data to/from/inside the home network. It is important to know for each data flow whether it is adaptable and how (best effort, HAS, ...) so as to deduce the constraints on its bandwidth usage.
· An arbitration policy, that is context aware (users’ preferences, devices capabilities, network limitations) and will in a given context and a set of data flows decide on the ideal bandwidth sharing.
· Enforcement mechanisms which are in charge of making the bandwidth sharing happen as planned. Although it is possible to think of protocols where clients are informed of their bandwidth share and collaborate, such an approach requires some standardization and does not work with existing devices and/or applications. So it is not very practical. Then the targeted approach is to implement these mechanisms in network node(s) traversed by the data flow(s). The home gateway is typically involved since it is the point where home data flows are passing through. Routers in the access network may be also a good place to work.
Different techniques have been considered for this purpose, but this is still an open topic to select and tune the most appropriate in our context.
· Since TCP is the main actor in bit-rate control on the Internet, tricking TCP sessions is a possible way to slow down selected parts of the traffic. This was proposed in [40] although for an implementation in client and servers with collaboration.
· Traffic control techniques at the IP level can be implemented. They are typically available on Linux platforms with the iptables2 suite. This is the proposed approach in [35] which shows benefits on streaming stability and fairness in the bandwidth use.
· Proxying techniques may also be envisioned, e.g. to modify the HAS manifests received by the clients in order to constrain them to use only a subset of bit-rates proposed by the server.
[bookmark: _Toc349807597]Context awareness
Context awareness plays an important role in the pervasive computing architectures to enable the automatic modification of the system behavior according to the current situation with minimal human intervention. Since appeared in[41] context has become a powerful and longstanding concept in human-machine interaction.  As human beings, we can more efficiently interact with each other by fully understanding the context in which the interactions take place [42]. In fact, humans are quite successful at conveying ideas to each other and reacting appropriately. This is due to many factors: the richness of the language they share, the common understanding of how the world works, and an implicit understanding of everyday situations. When humans talk with humans, they are able to use implicit situational information, or context. Unfortunately, this ability to convey ideas does not transfer well to humans interacting with computers. However, for increasing the richness of communication in human-computer interaction and making it possible to produce more useful computational services, we used context information [43]. Therefore the concept of context-awareness becomes critical and is generally defined by those working in ubiquitous/pervasive computing, where it is a key to the effort of bringing computation into our lives. Therefore, we must understand both what context is and how it can be used in order to use context effectively.
· Context Definition - Context is any information that can be used to characterize the situation of an entity. An entity is a person, place, or object that is considered relevant to the interaction between the user and the application, including the user and the applications itself [44]. 
· Context aware system - An application or system is context-aware if it uses context to provide relevant information and/or services to the user, where relevancy depends on the user's task [45].
Context awareness provides good backend support over existing IPTV services. It makes services more user-friendly and adaptable on user preference. In real world, the context aware factors which constitute context awareness change rapidly and therefore the factors tend to become subjective and domain specific. As an example, we can consider IPTV services in home environment which is subjected to relatively low rate of change in events. Context aware IPTV service is supported by the factors like location, time, device capabilities and network characteristics. Location-based information can be classified into two categories as indoor and outdoor. Indoor environment is an extension to smart home concept where all context information is forwarded to a local context manager at home network or distributed managers in the operator network. Local context manager is not always smart enough to take crucial decisions related to flow control, Quality of Service (QoS) management, minimizing delay and utilization of resource. Strategically, network operator locates global context managers close to access networks to minimize the delay response. The concept of smart home provides a good support over context aware services in the indoor environment. In home environment, context information is gathered with sensors which are capable of detecting voice, motion and environmental factors like temperature, humidity and brightness. RFID is another common technique used for capturing context due to compactness and low manufacturing cost.
[bookmark: _Toc346194728][bookmark: _Toc346195717][bookmark: _Toc346274746][bookmark: _Toc346275072][bookmark: _Toc346276274][bookmark: _Toc346530307][bookmark: _Toc346540121]Time shift TV is one step ahead IPTV which supports trick mode operations like forward, backward, pause and play functionalities over broadcast TV. In other words, time shift TV service offers subscriber freedom in time domain by facilitating them to watch preferable media contents which are already broadcasted over linear TV. Basically, this service allows users to customize the normal broadcast TV service according to their preferences. Such services are supported in both indoor and outdoor environment. Let’s assume that a person watching normal broadcast TV in his living room wants to go to the dining room and continue watching same content from the place he stopped over another device. Time shift TV supports such a scenario while allowing their subscribers to ‘pause’, ‘play’, ‘forward’, ‘backward’ or ‘stop’ the broadcast stream at any time and resume from the place where he/she stopped streaming content regardless of the device or location.
[bookmark: _Toc349807598]CONCLUSION
This document presents an overview of the existing home architecture and all the elements constituting it. It highlights the diversity of the devices, access networks and connectivity that an end user disposes of in his household today. The increasing use of multi-devices (2nd screen, game console, etc…) within or out of the home involves new technical challenges in terms of better management of the home network resources, of multi-stream sources and of contextual data to offer more relevant services. This new paradigm of usage cannot be handled solely in the home devices but needs to be addressed in an extended architecture, which is exactly what the ICARE project targets. It necessitates development of a new home architecture and the appropriate enablers, which will be addressed in the forthcoming deliverable D3.1.2 of the ICARE project.
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TV using a compliant HTML5 browser.
The future development conducted jointly with Sony Corporation and NTT Corporation will complete
the specification with different television manufacturers that have receiver equipped of HTMLS
browser

3.3.3 Open Hybrid TV(OHTV]

developed by five Korean companies. the three large Korean broadcasters (KBS, SBS, and MBC) and

The_closest to_an_actual HBbTV deployment oulside Europe is Open Hybrid TV (OHTV) that is .
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the two_largest Korean electronics manufacturers, Samsung and LG. It is a broadcaster-centric
approach enabling VOD and additional info for digital TV viewers. Other services proposed are video
bookmarks, pre-roll ads for VOD, weather/iraffic. etc_It includes an advanced EPG (CE-HTML) and
push VOD over the broadcast channel. The use of the ATSC non real-time (ATSC-NRT) candidate
standard (17), which uses FLUTE, is adopted for this. VOD download & streaming via HTTP over
broadband is also a feature_ Figure 5 shows the receiver architecture_The system has already been
demonstrated and standardizafion is planned before service roll-out in 2011, DASH and HTML5 are to
be added in a second phase.

Figure 5 Open Hybrid TV architecture

3.34 DVB-CM-COS
T8C

3.3.5 MMT

InJuly 2010 the ISO MPEG group issued a Call for Proposals on MPEG Media Transport (MMT) (15)
The_scane is_“efficient_salutions for the transport of MPEG. mecia in and_universal
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