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1. State of the art on Self*-principles 

The need for high-performance and QoS of smart environment applications demands novel solutions for 

autonomic adaptation and evolution of systems at run-time to support self-* principles software solutions. In 

the last few years, many papers discussed the research challenges in developing self-* solutions. In the 

following, we provide an overview of the state-of-the-art self-* principles practices such as self-healing, self-

protection, and self-configuration, in various domains and related works (1) (2). 

1.1. Self-healing 

Self-healing addresses attributes like reliability, availability, and maintainability of dependability (3) (4). It is 

also a first attempt to attain the various attributes of dependability in smart environment applications with the 

self-healing property. The adoption of SEs is hindered by the fact that there is constant need for human (or 

even expert) intervention and the cost of maintenance of such systems is very high. Thus, dependable 

systems are required, evolving at runtime to maximize the reliability and availability of their applications. Two 

levels of dependability mechanisms are identified, i.e., proactive mechanisms in the absence of faults and 

reactive mechanisms in the presence of faults. Systems that have the ability to predict faulty behaviors and 

make the necessary alterations to prevent faults before they occur, or at least delay them without human 

intervention (5) are said to be self-healing. There are two goals of this:  

1. to maintain application functionality as long as possible,  

2. graceful degradation of application performance. 

Self-healing accordingly comprise monitoring of the healed system, analysis of the monitored data to identify 

problems, decision up on the healing action to be performed, and performance of this action. The results of 

the action will feed into the monitoring component, thus closing the control loop, allowing feedback and 

improvement of the healing (6). Examples of such loops can be found in multiple specific self-healing 

solution as well as a few generic architectures such as the Panacea architecture in (7). The main challenges 

of self-healing systems are presented in (6), (8). Further, they describe the self-healing process notions, and 

basic characteristics of self-healing systems. Self-healing systems are emerging as a useful approach in 

addressing the rising complexity requirements of systems management. A survey of self-healing frameworks 

and methodologies in multi-tier architectures is presented by Chris et al. (9). 

The complexity of large-scale smart environment applications technologies impose significant maintenance 

challenges, primarily due to sudden failures and environmental changes. Low capacity sensor and actuator 

nodes play an important role in smart environment on the technology side as they provide the bridge 

between the digital world and the physical world. Therefore, a smart environment application relies first and 

foremost on sensory data acquired from multiple sensors in various locations (10). These sensor nodes are 

typically small, wireless, and battery-powered nodes, prone to faults due to internal and external influences, 

such as low battery and memory, hardware/software faults, environmental interferences and sensor aging 

(11). Figure 6 visualizes how a fault can evolve into a failure in smart environment applications (3). Fault is a 

deviation of at least one characteristic property or parameter of the system from normal operation (3). Error 
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is an inconsistent or erroneous state because of a deviation from the required operation of system or 

subsystem (3). The presence of an error might cause a whole system to deviate from its required operation. 

A failure is defined as an event that occurs when the delivered service deviates from correct service (3). 

Accordingly, an application failure occurs when the system fails to perform its required function because 

provided service not according to specification. Therefore, it is necessary to detect and recover faults at run-

time to minimize manual interventions. 

The goal of self-healing property is to provide applications that are reliable, highly available and dependable. 

Self-healing attempts to monitor and analyze sensory data to autonomously predict and detect, and prevent 

and heal faults respectively. Avizienis et al. (3) present basic concepts of dependability attributes such as 

availability, reliability, safety, confidentiality, integrity, maintainability, in systems. A taxonomy for describing 

the problem space for self-healing systems is presented by Koopman (12). Harald and Dustdar (13) provide 

an insight into self-healing approaches in different challenging research areas such as embedded and 

operating, multi agent-based, and Web services systems. Further, Ghosh et al. (5) present an in-depth 

review of the various approaches to self-healing systems in different domains. Mostly, research efforts aim at 

developing of self-healing systems focuses on fault-recovery on detection of faults. For example, a fault 

management mechanism is proposed by Asim et al. (14) to detect and recover faults in sensor network 

applications using a reactive approach. Further, a self-healing application for autonomic pervasive computing 

is presented by Ahmed et al (15), which detect faults, notify other devices of these faults, and try to recover 

from these faults. Further, a fault-tolerance middleware that stores all crucial information including log status 

of the faulty device is presented in (15). Park et al. (16) present a self-healing system that monitors, 

diagnoses and heals its own internal problems using self-awareness as contextual information.  

 

Moreover, a failure detection, assessment and adaptation approach is proposed to recover from failures 

using application semantics for smart home applications in (17). A healing manager that recovers from 

detected faults is introduced (17). In (18), a framework for satisfying reliability requirements in embedded 

and mobile software systems is presented. The software is continuously analyzed and dynamically adapted 

based on detected events. To the best of our knowledge, the fault tolerance approaches in the literature are 

based on reactive mechanisms in the presence of faults to prevent failures, and minimizing the recovery time 

of a detected fault (19). The proposed fault-prevention framework distinguishes itself from existing literature 

by its proactive approach in the absence of faults. The benefits of using a proactive approach are well 

recognized in the area of real-time embedded systems (20). 

A reference architectural framework is developed in (21) to structure the requirements for the design of 

computing system with self-management properties, such as self-aware, self-expressive. Chris et al. (9), 

present an approach to identify autonomously the source of a fault within a system by using machine 

learning algorithms. This is envisioned as a baseline for future evaluations of the relative performance of 

self-healing approaches. A middleware, namely, MARKS addressed the knowledge usability, resource 

discovery and self-healing properties (fault-detection, resource recovery) of pervasive computing (22). 

However, the proposed middleware in (22) followed the reactive dependability approach. A generic 

framework for modeling self-healing software systems is presented in (23). Self-healing is achieved by 

transforming the self-healing models into application specific implementations that provides failure 
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resolutions to mitigate the effect of software faults (23). Li et al. (24) present a prediction based dependency 

constraint directed self-healing scheme for wireless sensor networks that monitors for system failures and 

maintain system performance under faults and failure conditions.  

1.2. Self-protection 

Today, human activity is getting ever more dependent on computing systems. They are used extensively to 

process and store confidential information. Hackers and intruders make successful attempts to attack 

company networks, web services, and even their database system directly on a daily basis. Hence, security 

is now major concern for and IT infrastructure. Smart environments business something like Remote Health 

Care System, Smart Transportation, or any services related IOTs must have Data Storage systems to 

provide better services, to keep profitable operations both for customer or company itself (25). Self-

Protection is the ability of an autonomic system to secure itself against attacks, i.e. to detect illegal activities 

and to trigger counter measures in order to stop them. In the project of the first year, WareValley will focus 

on developing enhanced Database Security features. So, we aimed two goals of this: 

1. Supports cloud environment such as Amazon Web Service.  

2. Develop enhanced security feature which is in Distributed Database System that allows the 

various sites to implement different security policies.  

Recently, Interest variety of IT services and computing resources are increasing. As a result, the interest in 

the security of cloud environment is also increasing. Cloud environment is stored that to provide services to a 

large amount of IT resources on the Cloud. Therefore, Cloud is integrity of the stored data and resources 

that such as data leakage, forgery, etc. security incidents that the ability to quickly process is required (26). 

However, the existing developed various solutions or studies without considering their cloud environment for 

development and research to graft in a cloud environment because it has been difficult. Therefore, we 

proposed wire-wireless integrated Security management Model in cloud environment.  

According to Gartner Research, 78% of IT managers cite security and compliance as a barrier to cloud 

adaption, which is why we architected the Chakra Max database security solution to address and mitigate 

these issues (27). WareValley will provide customers with comprehensive real-time interception of malicious 

and inadvertent threats to Cloud Environment such as Amazon Web Services databases, while also allowing 

developers and contractors to perform their duties without ever gaining access to sensitive or protected 

information. Chakra Max first shall discover where sensitive data is located and then protects customers from 

SQL injection attacks. It enables organizations to secure sensitive information (e.g., SSNs, credit card 

number, medical history, etc.) from unauthorized database access, enforce separation-of-duties, mask 

sensitive data, monitor and audit data access and meet regulatory compliance requirements, such as PCI 

and HIPPA. It will also install as a front-end to the cloud database (28).  
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Figure 1: General Cloud Environment 

Another major features in the concept of Self-Protection is secured federated database. It is a distributed 

database that allows the various sites to implement different security policies. The policy of a site is then 

enforced by all sites for data owned by this site. WareValley will describe a proof of concept prototype of 

such a multi-policy secure federated database. The prototype implements a multilevel federal security policy- 

that is a policy that applies to all members of the federation. The individual sites can then extend this policy 

for data owned by them with discretionary and/or multilevel site security policies.  

 

Figure 2: Secure Distributed Database 

Distributed database system functions include distributed query management, distributed transaction 

processing, distributed metadata management, enforcing security and integrity across multiple nodes. 
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Database security is the system, processes and procedures that protect a database from unintended activity. 

Unintended activity can be categorized as authenticated misuse, malicious attacks or inadvertent mistakes 

made by authorized individuals or processes. All organizations, ranging from commercial organizations to 

social organizations, in a variety of domains such as healthcare and homeland protection, may suffer heavy 

losses from both financial and human points of view as a consequence of unauthorized data observation. 

Some of the most important security requirements for database management systems are: multi-level access 

control, confidentiality, reliability, integrity, and recovery. Thus, a complete solution to data security must 

meet the following three requirements: 1) secrecy or confidentiality refers to the protection of data against 

unauthorized disclosure 2) integrity refers to the prevention of unauthorized and improper data modification 

and 3) availability refers to the prevention and recovery from hardware and software errors and from 

malicious data access denials. Often such a database is owned by more than one organization, each with its 

own view about security. Such different views on security complicates interaction. A DBMS fulfilling these 

mandatory requirements becomes capable of providing security at different level. But in order to provide 

concurrent access of replicated data to multiple users at different locations, multilevel security mainly on 

distributed environment becomes a major issues.   

1.3. Self-configuration  

For deployment of scalable self-organizing networks there is an inherent functionality that is called self-

configuration. Such self-configuration is implemented through a so-called joining mechanism. A smart device 

not currently part of a wireless network (http://en.wikipedia.org/wiki/MyriaNed) when exposed to a fellow 

smart device will eventually form a network of two. When another smart device is in the range of the network-

of-two it will also join the network. The network becomes larger and larger as new members are added. This 

leads to a self-organizing network without human intervention. Meta information is passed in the network 

messages and is used by each and everyone to determine the correct parameters for it to join the group. 

The joining mechanism is always active so the self-organizing network will always add new devices or 

otherwise reconnect (lost) devices again. The messaging through the network is maintained and is resilient 

against breaking up as there is no a-priori routing of messages. 

Smart devices are communicating among each other using time-slotted communication. The allocated slots 

(horizontal) are displayed in time (vertical), which results in a waterfall diagram in Figure 5 . 

 

 

Figure 3: Time-slotted communication 
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In Figure 6 all possible time slots are displayed. The spreading of the random joining slots is visible along 

with a cluster of smart devices that are already formed an ad-hoc network. 

 

Figure 4: Random joining slots  
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