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Executive summary 

Nowadays, safety and security are two risk-driven activities that are tackled separately, giving rise to the indus-
trial challenge of efficiently and economically co-engineering these two specialities. It is evident that there is a 
major opportunity to share on onomastics

1
, algorithms, (formal) methods and tools, in particular to reach higher 

levels of assurance at contained costs. 

Deliverable D3.4.4 is split in two parts. Part A (this document) is an extensive state of the art on safety and se-
curity co-engineering of software intensive critical information systems. It essentially covers academic publica-
tions and industry standards. 

Part B (companion document) first reports on two prototype tools dedicated to safety and security co-
engineering. The first prototype was designed and developed by MERgE partners based on safety and security 
requirements from the MERgE software-defined radio test case. The document recalls the requirements and 
presents the high-level design. Assessment results of this prototype can be found in deliverable D1.1.1d – TCS 
Evaluation. The second prototype, called AVATAR, is developed by Télécom ParisTech and was identified dur-
ing our study of the state of the art. We performed an in-depth assessment of this academic tool. Based on the 
experience we gained during the state of the art work (of which a synthesis is provided in Part B) and tool proto-
typing work, Part B proceeds with research and development recommendations for new federative approaches, 
whilst remaining realistic with respect to industrial constraints, i.e. costs, legacy workbenches, training con-
straints, etc. 

Note: the executive summary is common to both parts A and B. 
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There will always be engineering failures. But the worst kinds of failures are 
those that could readily be prevented if only people stayed alert and took 
reasonable precautions. Engineers, being human, are susceptible to the 
drowsiness that comes in the absence of crisis. Perhaps one characteristic 
of a professional is the ability and willingness to stay alert while others doze. 
Engineering responsibility should not require the stimulation that comes in 
the wake of catastrophe.  

—Samuel C. Florman  

The Civilized Engineer 
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Extended executive summary 

Safety and security are two risk-driven activities that are traditionally tackled separately. It is thus possible to 
distinguish two communities, each working on their own standards, organising their own conferences, publishing 
in their own journals. Since the 9/11 attacks on the Twin Towers in the Aeronautics domain and the discovery of 
the Stuxnet computer worm in the Industrial Control Systems domain in June 2010 (cf. Figure 1), it is more and 
more recognised worldwide that both engineering specialties cannot continue to ignore each other. 

Early 2014, when we started this state of the art on safety and security co-engineering for software-intensive 
systems, we thought we would rapidly establish a comprehensive picture of this small community living in the 
shadows of the big safety community on the one hand, and of the security community on the other hand. In our 
minds, safety and security co-engineering questions where intimately linked to niche safety-critical systems 
markets, such as the Integrated Modular Avionics (IMA), Industrial Control Systems (ICS) or similar networked 
control systems.  

Much to our surprise, we discovered a bustling academic community, with a significant number of publications 
explicitly addressing safety and security co-engineering concerns (cf. part A, §2), and actively organising work-
shops and conferences on the subject (cf. part A, §6). As illustrated in Figure 1, our state of the art on academic 
safety and security co-engineering publications comprehends some 160 references (on a total of over 400 ref-
erences in the deliverable) concentrating essentially on the last 10 years

2
, even if a few references go back to 

the early 90’s. Recent attention to the topic may be related to the explosion of the number of Cyber-Physical 
Systems (CPS), System of Systems (SoS) and Internet of Things (IoT) in general public markets. We also found 
an industrial community actively revising existing safety-related standards or elaborating new standards to cope 
with business security issues with a certain level of rigor (cf. part A, §3). This standardisation activity is all the 
more surprising that there is a real lack of international regulation concerning security risk management for safe-
ty-critical systems. The last but not least of our surprises was in the education domain: there seems to be very 
few courses addressing both cyber-security and safety engineering, which does not bode well for the future (cf. 
part A, §5). 

Our state of the art was first organised 
in a chronological order (cf. part A of 
this deliverable), and then analysed as 
a whole. This analysis led us to organ-
ise the publications in three groups (cf. 
part B, §5). A first group comprehends 
the papers that state the issues related 
to engineering safety and security sepa-
rately, and assert that there is room for 
improvement, but do not explain how. 
The second group comprehends the 
papers that propose to improve one 
specialty by adapting techniques from 
the other specialty, in other words, safe-
ty and security cross-fertilisation. Here, 
one specialty is seen as more important 
than the other one, giving way to securi-
ty for safety or vice-versa.  

 

Figure 1: Number of safety and security co-engineering related re-
search publications per year 

The last set of publications relates to novel clean-slate approaches for safety and security co-engineering, con-
sidering both specialties as peers. Amongst these publications, one tool, called TTool/AVATAR, caught our at-
tention and was analysed in depth (cf. Part B, §4). 

From the mass of aforementioned publications and after an analysis of internal MERgE case test safety and 
security co-engineering requirements (cf. part B, §2): 

 we identified and developed a new formal system modelling and verification framework for security and 
safety assessment (cf. part B, §3), which extends the classical safety-related dysfunctional modelling with 
security-related concerns; 

                                                      
2
  The number of references for 2015 is significantly low due to the fact that we stopped our systematic search of publications early 2015, 

and simply referenced occasional findings.  
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 we ventured to formulate a couple of facts, and a couple of trends (cf. part B, §6). 

The first fact is that safety and security co-engineering seems to be primarily a concern of the safety engineer-
ing community. Indeed, the increasing number of cyber-attacks in the world tends to show that safety-critical 
systems, and in particular the rising number of cyber-physical systems, which are particularly exposed by na-
ture, may not be as safe as they claim, if they are not also secure. The multiplication of security-related work-
shops in conjunction to safety-related conferences, and the multiplication of safety standards updates that in-
clude security concerns both provide significant testimonies of this growing interest for safety and security co-
engineering by the safety community. There is no similar booing within the security community: security experts 
seem to be interested in safety studies in only two cases: (i) to assess if safety-critical systems are more vulner-
able when they switch into fail-safe modes; (ii) to re-use safety techniques when availability and integrity are the 
primary concerns of the security engineering work, by opposition to confidentiality or privacy concerns. 

The second major fact is that the security regulation is somehow lagging behind industrial initiatives to produce 
security standards. This may be explained considering that security is a National sovereignty prerogative, whilst 
safety regulation has often been transferred to transnational organisations (e.g. European Commission, Interna-
tional Civil Aviation Organisation) since decades. Depending on the domains, National regulation may be seen 
as too weak or on the contrary an effective means to affect worldwide businesses. In the nuclear domain, re-
newed national regulation is a driver for unified safety and security considerations as the example of STUK YVL 
guides suggest. Other industries (e.g. in the aviation domain) have been developing security standards, which 
cannot be termed as acceptable means of compliance (AMC), since there is no regulation to comply with. This 
situation is bound to change. 

 

 

Figure 2: Identified trends in safety and security engineering 

 

Trends (cf. Figure 2) were a bit more difficult to establish. We have formulated two of them based on concordant 
events happening in multiple domains (e.g. aviation, electronics, nuclear), and on both side of the Atlantic: 

 the safety communities thrive to maintain current organizational approaches as stable as possible, because 
regulations, acceptable means of compliance and standards have proven efficiency records and are ex-
tremely difficult to change, technically and / or politically; some minor updates to the processes and meth-
ods are however necessary to ensure interaction points, such as safety-aware security in the avionics do-
main, or security-aware safety in the electrical / electronic / programmable electronic domain; the safety 
communities seems to be moving away from revolutionising standard safety processes, even if all individual 
members of those communities do not seem to adhere to this trend; 

 the academic and industrial communities are adapting and extending existing, architectures and tools, to 
cover both safety and security properties; within this trend, the adoption and seamless integration of formal 
methods and tools occupies a significant part. 

These two trends cover quality assurance for the former, to ensure in-depth defence, and quality control for the 
latter, to cope with known and controlled risks. All of the above is detailed in the current document. 

The document concludes on a set of proposals for continued enhanced safety and security co-engineering. The 
proposals are based on a set of three assumptions: 

 industrial safety and security engineering processes / methods are difficult / slow to change; 

 safety and security vernacular is difficult / slow to change; 

 safety and security tools are diverse, but tend towards a formalisation of their conceptual data model. 
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Based on these hypotheses, our state of the art and our technical work, the document concludes on three pro-
posals that may feed a safety and security co-engineering research and development roadmap: 

 the development of a common pivot model to support artefact sharing between engineering specialties; 

 the management of conflicts between safety and security engineering processes seen as independent pro-
cesses; 

 the criteria to be respected by engineering tools to allow for successful cross-fertilisation between engineer-
ing domains. 
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1 Introduction 

1.1 Purpose of the document 
The purpose of deliverable D3.4.4 is to provide research and development recommendations for safety and 
security co-engineering of software-intensive safety-critical information and / or embedded systems. The deliv-
erable is split in two parts. This document is the part A. 

Part A (this document) is an extensive state of the art on safety and security co-engineering of software inten-
sive critical information systems. It essentially covers academic publications (cf. §2) and industry standards (cf. 
§3). It marginally covers co-engineering practices in industry (cf. §3.45) and education courses that covers both 
disciplines simultaneously (cf. §2.4). 

1.2 Scope of the document 
The scope of the study is the following: 

 focus on the safety and security co-engineering of software-intensive critical information and / or em-
bedded systems, but not excluding other systems; 

 end-to-end safety and security co-engineering, i.e. from safety and security requirements elicitation, 
through to the implementation of safety and security solutions, and the verification and validation of those 
properties; 

 safety and security co-engineering modelling methods and tools. 

This document addresses neither safety and security taken independently, nor safe and secure computing solu-
tions which do not require engineering practices. For a state of the art on safety and security engineering taken 
as independent disciplines, please refer to (Faucogney, et al., 2014). 

1.3 Motivations 
There are at least five main motivations for driving this study about safety and security co-engineering. 

 

Motivation n°1: the question is no more if your system is going to be subject to a cyber-attack, but when. 

On Dec. 8
th
, 2014, the SC Magazine  (Stephenson, 2014) makes a title on Information security in 2014: another 

year of big events, and the article  starts as follows: As 2014 draws to a close we can look back over one of the 
most tumultuous years in recent history. This has been the year of the major security breach. The Target breach 
was just a warm-up for a laundry list of attacks against large, presumably well-protected, companies and gov-
ernment agencies. Candidly, these organizations – public and private – should be ashamed of themselves. Un-
deniably, from the cyber-attack point of view, the world is becoming more dangerous every day. As end-users 
awareness increase, they now consider normal that up to 6% of a safety-critical system’s cost may be dedicated 
to security issues. 

 

Motivation n°2: safety-critical systems are no 
more an exception to the rule, being them also 
subject to cyber-attacks. 

As safety-critical systems become more and 
more complex (cf. Figure 3), and more and more 
interconnected, cf. (25-356-SC, 2008) and (25-
357-SC, 2007), they also become more and more 
vulnerable to cyber-attacks. A major driver of this 
evolution is the increasing number of software 
updates, versus hardware upgrades. This re-
quires ports and protocols for remote mainte-
nance / configuration, which are as many open-
ings for malevolent actions. 

 

Figure 3: Exponential code size evolution on Airbus aircraft 
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Motivation n°3: components-off-the-shelf (COTS) have become ubiquitous in software engineering. 

The Service and Component Architecture (SCA) has effectively leveraged reuse in the software engineering 
process, including for safety-critical and/or embedded systems. However, when COTS are massively used in 
the software design, proving overall safety and security properties is a real challenge. A strategy for COTS se-
lection needs to be defined beforehand, together with guidance on how to use / configure them. 

Note: sub-contracted software development fall under the same category as COTS when limited trust is granted 
to the sub-contractors with respect to the existence of backdoors and / or Trojan horses in the delivered soft-
ware. 

 

Motivation n°4: system maintenance in secure conditions (MSC) and system maintenance in operational condi-
tions (MCO) go by very different update rates and live cycles. 

Safety-critical systems are hard to certify; once certified, modifications are kept minimal in order to avoid running 
the complete certification process all over again. On the contrary, system maintenance in secure conditions 
requires frequent updates to keep up with the ever rising new threats and related patches. Living with both the-
se safety and security constraints requires well-thought system architectures. 

 

Motivation n°5: there are no complete and convincing solutions on the market to address simultaneously safety 
and security engineering, including trade-off decision support. 

The safety engineering has a long history of good practices, standards and tools, which have reached a high 
degree of maturity. The security engineering domain is newer and is subject to constant evolution. Both com-
munities have lived side-by-side with few interactions. One partial exception to this statement is the MILS archi-
tecture used for real-time operating systems (RTOS). The MILS architecture assures properties that are rele-
vant to both safety and security, typically non-bypassable, evaluable, always invoked, and tamperproof. MILS 
currently appears in commercial products, e.g. PikeOs by (Sysgo, 2014), Integrity Multivisor by (Green Hills 
Software, 2014), VxWorks by (Wind River, 2015), LynxOS by (Lynx Software Technologies, 2015)

3
 or QNX® 

Hypervisor by (QNX, 2015). However, by itself, MILS is far from being a complete solution, to cover the com-
plete safety lifecycle, from the functional hazard analyses and safety cases, to verification and validation. 

1.4 Targeted audience 
The targeted audience of this release of the deliverable is the safety and security co-engineering community, 
without any restriction. 

1.5 Structure of the document 
This document is structured as follows. 

 Chapter 1 is the current introduction. 

 Chapter 2Erreur ! Source du renvoi introuvable. is the core part of the document. It provides an academic 

state of the art in safety and security co-engineering for software intensive critical information systems. Safe-
ty and security are often considered as sub-factors of dependability. However, according to (Rushby, 1994), 
“the suggestion that system properties such as availability, reliability, safety, and security should be regarded 
as attributes of dependability does not meet with universal approval”. Thus, the present state of the art co-
vers publications that address dependability engineering if and only if both safety and security concerns are 
mentioned explicitly. For a state of the art examining safety and security independently, please refer to 
D4.3.1 (Faucogney, et al., 2014). The focus here is on differences, similarities, and approaches aiming at the 
convergence of both specialities.  

 Chapter 3 complements the above academic state of the art with an analysis of safety and security stand-
ards. By contrast to the academic state of the art, this state of the art addresses safety standards (§3.1) and 
security standards (§3.2) separately, and then proceeds with transverse standards (§3.3), and an analysis of 
the former with respect to safety and security co-engineering concerns (§3.4). At the beginning of the project, 
we thought about building a taxonomy of safety and security terms in the different standards, so as to verify if 
a common baseline is possible; however, this work was aborted when we felt that there was not much to 
gain in this significant work. Preliminary results relate to a taxonomy of terms used in the Common Criteria 
(cf. §3.5). 

 The following chapters complement the above state of the art with a small insight within industry practices 
(Chapter 4), complements the above state of the art with a small review of education courses that address 
both safety and security concerns (Chapter 5), and a variety of social-networks (Chapter 6). 

                                                      
3
 Previously known as “LynuxWorks”. 
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 Chapters 7 and 8 provide respectively the references and definitions of acronyms. 

 Chapter 9 is a set of appendixes providing extended descriptions of some key referenced documents. 
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2 State of the art in safety and security co-
engineering research 

2.1 Introduction 
(Axelrod, 2011) points out that “there exist two distinct groups of software engineers, namely: those concentrat-
ing on security-critical information-processing systems, and those focusing on safety-critical process control 
systems. While there seems to be considerable information sharing among members within each group, as indi-
cated by the volume of publications, there is relatively little communication across groups. Hardly any research 
and few publications appear to bridge that gap”. This chapter provides a state of the art in safety and security 
co-engineering for software intensive critical information systems. It covers publications that address safety and 
security explicitly

4
. To our surprise, we found the literature to be quite extensive, especially in the recent years. 

This state of the art focuses on research papers (cf. §2), but also includes a significant analysis of standardisa-
tion work (cf. §3), as well as some insight into industry practices (cf. §3.4), education (cf. §5) and a variety of 
social-networks (cf. §6). 

2.2 Chronological review 
(Rushby, 1989) proposes to use the concept of security kernel, or its extension, the Trusted Computing Base 
(TCB) comprising a separation kernel and zero or more resource managers, to enforce negative properties oth-
er than security, e.g. domain segregation in safety engineering. This gives the author the opportunity of discuss-
ing the differences between safety and security in terms of hierarchical structure (cf. Figure 4): the most de-
pendable service is achieved at the top, whilst the most dependable component is located at the bottom of a 
hierarchical structure. A security kernel enforces security on the system as a whole without requiring the rest of 
the system to cooperate towards that end. The author argues that a security kernel can influence the behaviour 
of the whole system through the selection of functions it does not provide. By denying the ability to achieve cer-
tain behaviours, the kernel can prevent certain faults of commission

5
. An abstract characterization of the class of 

behaviours that can be enforced in this way is given by a simple second-order formula:    op*, P( ), where 
op* denotes the set of all sequences of invocations of functions provided by the kernel and P(·) is a predicate 
over the input/output behaviour of that set. Special cases of this formula are non-interference specifications and 
invariants on (parts of) the system state. A Trusted Computing Base comprising a separation kernel and zero or 
more resource managers is appropriate for both cases. The separation kernel enforces the non-interference 
requirement (causing otherwise isolated domains to be wired up appropriately), while the resource managers 
maintain certain properties invariant. 

 

 

Figure 4: On the use of hierarchical structure to achieve safety and security requirements 

 

(Burns, et al., 1992) extensively discusses the distinction between safety and security in terms of the differences 
in causal structure and in the degree of harm caused. The paper starts with an informal characterisation of safe-

                                                      
4
  Meaning that many publications dealing implicitly with safety and security under the umbrella of dependability may not be included. 

5
  Basili makes a distinction between something that is missing (faults of omission) and something that is incorrect (faults of commission). 
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ty and security, and proceeds with a formal
6
 notation for representing the concepts (cf. Figure 5). In substance, 

a computer system (CS) is said to be safety-critical if a failure FCS of the computer system combined with the 
standing conditions COE in the operational environment (OE) is sufficient to cause a harmful state HCR for a criti-
cal resource (CR). This simple definition of safety-criticality is then extended by modelling the causes of the FCS 
state, for example by expressing that it is caused by a failure FO on the part of the operator (O), which the com-
puter system does not prevent or render nugatory, or a legal but inappropriate action AO by the operator which 
is not defended against due, for example, to a computer design failure (Dcs). The definition of security-criticality 
is similar to the safety-criticality one, except that there is an indirection in the causal chain. In the case of securi-
ty-criticality, a failure FCS of the computer system or an operator malfeasance FO produces a vulnerability DOE, 
which can be exploited by an attack AFA by free agents (FAs). An appealing feature of these definitions is the 
similarity with, respectively fault trees and attack trees, whereby the minimal sufficient conditions (MSCs) have 
the structure of AND-gates and the disjunction of MSCs have the structure of OR-gates. Finally, it is worth men-
tioning that this research was supported by the British Admiralty Research Establishment (ARE), now part of the 
MOD’s Defence Research Agency (DRA). 

 

HCR  « COE | FCS | » 

with: FCS  « CCS | FO | » v « CCS | AO | DCS » 

HCR  « COE | AFA | DOE » 

with: | DOE »  « CCS | FCS | » v « COE | FO » 

Figure 5: Definitions of safety (left) and security (right) criticality (Burns, et al., 1992) 

 

Following the definition of dependability by Jean-
Claude Laprie (Laprie, 1992) in which security ap-
peared as an attribute of dependability, (Jonsson, et 
al., 1992) presents a novel approach to security, in-
tended to facilitate and improve this integration. This is 
accomplished by taking a dependability viewpoint on 
traditional security and interpreting it in terms of sys-
tem behaviour and fault prevention (cf. Figure 6: Un-
derstanding security in dependability terms ). The au-
thor provides some models for dependability and de-
fines security as a concept for fault prevention with 
respect to intentional external faults or attacks against 
the system with no specific relation to behaviouristic 
attributes, such as privacy or reliability/availability. 

 

Figure 6: Understanding security in dependability terms 
(Jonsson, et al., 1992) 

 

(Brewer, 1993) describes a number of security techniques, recalling the history of their evolution. The author 
recalls that whilst the security engineers have come to appreciate that security must be achieved through a 
combination of fault preventive and fault tolerance techniques, this approach is newer to safety engineers. The 
author concludes that safety engineers have much to gain by adopting the security principles of the “reference 
monitor concept” and the security policy modelling. 

 

(Rushby, 1994) starts by presenting an extensive survey (22 pages) of dependable, safe, secure and real-time 
systems, concentrating on the critical properties addressed and the mechanisms employed to safeguard them. 
The author then extensively examines (15 pages) the formal specifications and assurance techniques that have 
been proposed and used in the four approaches

7
. He points out that the requirement for ultra-criticality

8
 is so 

many orders of magnitude removed from the failure rates that can be determined empirically in feasible time on 
test, that essentially all assurance has to come from subjective factors such as examination of the lifecycle pro-
cesses of its development, and review and analysis of the software itself. The author recalls that the available 
evidence indicates that very few serious faults are introduced (or remain undetected) in the later stages of the 
development lifecycle under the very disciplined processes used for critical systems; instead, evidence points to 
the early lifecycle and to faults in requirements specification as the primary source of catastrophic failures. 
Rushby assumes that, if formal methods, or any other techniques, are to make major contributions to critical 
systems, then it seems that they should concentrate on the early lifecycle and on the hardest aspects of a de-
sign. Amongst many interesting topics, the paper addresses the topic of verification of safety and security prop-
erties in the context of hierarchical refinement versus architectural refinement. The paper concludes on a taxon-
omy of critical systems founded on two attributes, interaction and coupling, with the aim of identifying compatible 

                                                      
6
  (Rushby, 1994) mentions that it is not clear in what sense this model is formal, as it does not appear to provide any deductive apparatus. 

7
 I.e. dependability, safety, security and real-time. 

8
 I.e. systems for which the required failure rates range between 10

-7
 and 10

-12
 per hour. 
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/ incompatible critical system properties. In short (cf. Figure 7), security requires an environment with few and 
controlled interactions, and leads to tightly coupled systems, safety-critical systems benefit by having few, linear 
and known interactions, and from loose coupling, whilst the conflicts between security and real time are most 
sharp when the most flexible and dynamic forms of real-time resource allocation and the strictest notions of se-
curity (i.e. no covert channels), are considered. 

 

 

Figure 7: Critical system properties versus interactions and coupling (Rushby, 1994) 

 

(Elliott, et al., 1995) presents a review of safety engineering prior to a perspective on how advances in computer 
security concepts and techniques may assist in enhancing the current best practice approach to safety assur-
ance. These early findings are from current challenging research involving a comparison between the two do-
mains of safety and security in developing and applying the concept of Safety Policy and deriving suitable Safe-
ty Models. The ultimate goal is to develop a Safety Policy Method for application to all types of safety sectors to 
be utilised throughout any safety systems life cycle. 

 

(Braband, 1997) discusses safety and security aspects of a safety-critical railway application: a future harmo-
nised European Train Control System (ETCS), which utilises public networks for safety-critical train control data 
transmission. The author mainly focuses on the derivation of (quantitative) safety and security requirements, in 
particular for the data transmission. 

 

(Stavridou, et al., 1998) examines the relevance of the security concept of non-interference to safety-related 
properties, and conversely, the applicability of fault-tolerance mechanisms usually applied to provide safety and 
reliability in the security domain. The paper suggests promising lines of research in the intersection of safety 
and security, in the application of security concepts and models to different classes of safety or fault-tolerance 
properties, and in the theory and practice of fault-tolerant systems applied to intrusion tolerance. 

 

(Simpson, et al., 1998) illustrates that the concept of non-interference, used in theories of security, may also be 
used to reason about safety. It presents a technique for modelling safety properties in terms of communicating 
sequential processes, and develops a practical theory of system protection from failures. The authors rigorously 
model fail-safe, i.e. fault with no impact on safety, fail-stop, i.e. fault and associated repairs with no impact on 
safety, and fail-operational, i.e. fault and associated repairs with no impact on safety nor on functional aspects 
of the system, behaviours. 

 

The Security, Safety and Quality Evaluation for Dependable Systems (SQUALE) project performed an analysis 
of existing safety and security standards, namely (ITSEC, 1991), IEC 61508 series

9
, (IEC 60880, 1986), 

(CENELEC EN 50128, 1997), (ETR 367, 1997) and (RTCA DO-178B, 1992) / (EUROCAE ED-12B, 1992). 
Based on this study, (Corneillie, et al., 1999) defines investigation, proofing and assessment activities, applica-
ble within any life cycle and system environment, that are necessary to gain confidence that a system, including 
its hardware and software components, meets its dependability objectives. To reduce costs, correspondences 
are established between the SQUALE criteria and the aforementioned standards, whereby the SQUALE Criteria 
can adopt confidence providing techniques from industrial domain-specific standards. To support these corre-
spondences, a harmonised terminology is defined. The document is rather extensive (190 pages). 

 

(Eames, et al., 1999) investigates safety and security requirements specification methods, and proposed tech-
niques for the integration of methodologies. The nature of interaction between safety and security requirements, 
and problems relating to their independent development, are discussed. The requirements specifications of an 
Air Traffic Control system are used to highlight the problems inherent in the independent approach to require-
ments development. From investigation of the literature and the case study, the authors identify several areas 

                                                      
9
 Seven parts : (IEC 61508-1, 1998), (IEC 61508-2, 2000), (IEC 61508-3, 1998), (IEC 61508-4, 1998), (IEC 61508-5, 1998), (IEC 61508-6, 

2000) (IEC 61508-7, 2000). 
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that can cause problems when attempting to harmonize safety and security requirements techniques. The most 
important of these are: different system models used for safety and security; different documentation structures 
for the analyses and their results; the interaction of safety and security requirements; isolation of safety and 
security requirements processes. 

The authors identify that there is a danger that conflicts can arise if safety and security requirements are devel-
oped in isolation. They consider the integration of safety and security requirements processes suggesting that 
this can be achieved through either unification or harmonisation of the requirements processes. They conclude 
that while there are significant similarities between the fields of safety and security, each has developed specific 
tools and skills, that if unified could result in compromises that would result in safety and security risks going 
unobserved. Harmonisation of the approaches on the other hand, while resulting in two sets of requirements, 
would ensure that safety and security, and their interrelationships were considered at design time without the 
potential for requirements to go unobserved. 

 

(Brewer, 2000) recalls that (ISO/IEC 15408-1, 1999) and (ISO/IEC 17799, 2000) are the two most important 
information Security standards, concluding that they have complementary approaches, the Common Criteria 
being predicated on the absence of vulnerabilities, whilst the Code of Practice for Information Security Man-
agement focuses on managing the risk should exploitable vulnerabilities exist. 

 

The goal of the FP5 IST Malicious-and Accidental-Fault Tolerance for Internet Applications project (MAFTIA, 
2000) was to investigate the tolerance paradigm for security systematically, with the aim of proposing an inte-
grated architecture built on this paradigm, and realising a concrete design that can be used to support the de-
pendability of many applications. MAFTIA used fault tolerance techniques to build dependable systems that are 
intrusion tolerant, that is, able to continue providing a secure service, despite the presence of malicious faults, 
i.e. deliberate attacks on the security of the system. The project's major innovation was a comprehensive ap-
proach for tolerating both accidental faults and malicious attacks in large-scale distributed systems, including 
attacks by external hackers and by corrupt insiders. MAFTIA uniformly applied the tolerance paradigm to the 
dependability of complete large-scale applications in a hostile environment and not just to single components of 
such systems. There were three main areas of work: (i) the architecture of MAFTIA: providing a framework that 
ensures the dependability of distributed applications in the face of a wide class of faults and attacks; (ii) the de-
sign of dependability mechanisms and protocols; (iii) the verification and assessment of the work. 

 

(Brostoff, et al., 2001) starts by recalling that information security should be considered and designed as a so-
cio-technical work system, rather than just a technological system. This gives the authors the opportunity of 
discussing the differences between safety and security from a societal viewpoint, e.g. violations of safety rules 
are usually not applauded, whereas flaunting petty security regulations is a badge of seniority in many organiza-
tions. Based on this socio-technical focus assumption, the authors argue that the traditional safety models can 
be adapted to security engineering, in particular the Generic Error Modelling System (GEMS

10
) and the famous 

Swiss Cheese model. The models’ adaptation to security is ensured by: (i) defining mistakes, lapses, slips and 
computer security violations as active failures; (ii) defining latent failure as something that predisposes a system 
to security breaches; (iii) describing a system as decision-makers, who direct the organization at a strategic 
level, line managers who implement the strategies, which in turn create preconditions for productive activities, 
and defences, which protect the organization (cf. Figure 8). The causes of a disaster, or security breach, can be 
traced to failures at all levels listed in this model. The proposed model has a number of advantages, but the 
authors recognise that there are also disadvantages, i.e. the model is not easy to operationalise. 

 

                                                      
10

  Reason's GEMS integrates, within the same framework, the three stages of cognitive processing for tasks (i.e. planning, storage and 
execution), the different error mechanisms (i.e. mistakes, lapses and slips) and the three levels of performance (i.e. skill, rule and 
knowledge). 
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Figure 8: Errors at each of the elements of production, and breach trajectory (Brostoff, et al., 2001) 

 

(Winther, et al., 2001) recalls that the emphasis placed on security issues when developing safety-critical sys-
tems is too often inadequate, possibly due to the lack of safety-compliant security methods. The authors report 
on an adaption of the safety-related HAZard and OPerability (HazOp) principle to the security context, which is 
well-suited for handling security issues in a safety context. The main modification of the method consists in es-
tablishing new guidewords and attributes. 

 

 

Figure 9: An extended list of guidewords and attributes suitable for identifying security threats (Winther, et al., 
2001) 

 

(Alves-Foss, et al., 2002) provides a mapping of the Common Criteria  assurance evaluation criteria (ISO/IEC 
15408-1, 1999) - (ISO/IEC 15408-3, 1999) to the criteria found in (RTCA DO-178B, 1992) / (EUROCAE ED-
12B, 1992). Specifically, the purpose of this extensive (38 pages) and draft document is to provide guidance for 
developers of (RTCA DO-178B, 1992) / (EUROCAE ED-12B, 1992) compliant software on the activities neces-
sary to make their systems also compliant with CC Evaluation Assurance Level (EAL) 5. The Target of Evalua-
tion (ToE) is an airborne software system, and all comments contained within this document refer to only these 
types of systems. To that end, it is important to understand the context in which these criteria have been creat-
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ed, how their requirements are presented and how they can be interpreted. A summary (12 pages) of this doc-
ument is provided in (Taylor, et al., 2002a). See also (Taylor, et al., 2002b) below. 

 

 

Figure 10: Extract of cross-reference between CC class components and DO-178B sections (Taylor, et al., 2002a) 

 

(Foster, 2002) reports on a practical case of adaptation of safety engineering techniques to the development of 
security protocols. To improve the elicitation and analysis of security protocol requirements, the author of this 
PhD thesis selected and adapted two safety-related techniques. The HAZard and OPerability (HazOp) tech-
nique was used as the basis of a new Vulnerability Identification and Analysis (VIA) method – adding new 
guide-words (cf. Figure 11), and the Fault Tree (FT) technique was used as the basis of a new Requirements 
Analysis and Elicitation (RAE) tree method. The report concludes that, although the proposed techniques re-
quire considerable effort, they result in a more thorough analysis of the protocol scenario. 

 

 

Figure 11: Additional guide-words to handle timing issues (Foster, 2002) 

 

(Helmer, et al., 2002) starts by recalling that requirements analysis for an Intrusion Detection System (IDS) in-
volves deriving requirements for the IDS from analysis of the intrusion domain. When the IDS is a collection of 
mobile agents that detect, classify, and correlate system and network activities, the derived requirements in-
clude what activities the agent software should monitor, what intrusion characteristics the agents should corre-
late, where the IDS agents should be placed to feasibly detect the intrusions, and what countermeasures the 
software should initiate. The paper describes the use of software fault trees for requirements identification and 
analysis in an IDS. Intrusions are divided into seven stages, and a fault sub-tree is developed to model each of 
the seven stages (reconnaissance, penetration, etc.) Two examples are provided (cf. Figure 12). This approach 
was found to support requirements evolution (as new intrusions were identified), incremental development of the 
IDS, and prioritization of countermeasures. 
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Figure 12: Reconnaissance fault tree (Helmer, et al., 2002) 

 

(Lano, et al., 2002) reviews existing approaches for the safety and security analysis of object-oriented software 
designs, and identifies ways in which these approaches can be improved and made more rigorous. More pre-
cisely, the authors examine how safety analysis techniques such as HAZard and Operability (HAZOP) studies 
and Fault Tree Analysis (FTA) can be adapted to object-oriented system and software modelling notations, par-
ticularly UML. New guide-words (cf. Figure 13) and revised interpretations are extensively presented. 

 

 

Figure 13: Revised guide phrase template (Lano, et al., 2002) 

 

(Lynch, 2002) investigates the similarities and differences between the engineering processes and techniques 
applied to safety critical systems and those applied to secure systems. It also evaluates some of the potential 
opportunities for cross-fertilisation between the domains. The technique of developing a safety argument is ap-
plied to security, to demonstrate the use of security argument. Several safety hazard identification and assess-
ment techniques (hazard identification checklists, HAZOPS, FMEA, zonal analysis) are applied to security, to 
demonstrate security hazard identification and analysis. Experiments are carried out to determine how applica-
ble and effective the safety techniques are when applied to secure systems. 

 

(Prentice, 2002) starts by recalling that the US President signed the final version of the Aviation and Transporta-
tion Security Act on November 19, 2001, and that he details of this fast-paced legislation are now coming out. 
The Act established The Transportation Security Administration (TSA). The author states that this law will have 
a profound effect on the aviation business, our jobs, and the way they are perform. 
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(Schaefer, 2002) reviews safety and security issues as they relate to technology, both for individuals and for the 
institution. 

 

(Taylor, et al., 2002b) describes a process of dual certification for software that meets both FAA safety require-
ments and NIST/NSA security requirements. The two sets of requirements from (RTCA DO-178B, 1992) / 
(EUROCAE ED-12B, 1992) and the Common Criteria (ISO/IEC 15408-1, 1999) are assessed for similarity of 
function with non-corresponding parts identified. Each certification process is outlined and a merged certification 
procedure is presented. In generating a high-level map between DO-178B and the Common Criteria assurance 
requirements, the authors made the assumption that all DO-178B requirements would be completed, thus, they 
identified Common Criteria assurance classes that would not map to any DO-178B processes (cf. Figure 14), for 
separate inclusion in a final merged process. The work showed that there is a great deal of overlap between 
DO-178B and the Common Criteria requirements: for many DO-178B requirements, simply incorporating securi-
ty considerations or following a more rigid methodology is enough to meet both DO-178B and Common Criteria 
requirements. Three Common Criteria assurance classes did not map. These classes were: Guidance Docu-
ments (AGD), Delivery and Operation (ADO) and Vulnerability Assessment (AVA) classes. These requirements 
need to be added to the merged development process in order to meet both FAA and NIST/NSA certification. 

 

 

Figure 14: Rough correspondence between the Common Criteria assurance classes and the DO-178B software pro-
cesses (Taylor, et al., 2002b) 

 

(Brooke, et al., 2003) briefly reviews Fault Tree Analysis (FTA) techniques and explains how similar techniques 
can be applied to the design and analysis of security-critical systems. The application of this technique is illus-
trated in an example inspired by a public-key cryptosystem. According to the authors, the major benefit of fault 
tree analysis applied to security is the identification of the relationship between events, not a quantitative eval-
uation of security. 

  

(Firesmith, 2003) presents a consistent set of information models that identify and define the foundational con-
cepts underlying safety, security, and survivability

11
 engineering (cf. Figure 15), and can later be used to define 

a co-engineering process. In addition, the technical note shows how quality requirements are related to quality 
factors, sub-factors, criteria, and metrics, and it emphasizes the similarities between the concepts that underlie 
safety, security, and survivability engineering. The information models presented in this technical note provide a 
standard terminology and set of concepts that explain the similarities between the asset-based, risk-driven 
methods for identifying and analysing safety, security, and survivability requirements as well as a rationale for 
the similarity in architectural mechanisms that are commonly used to fulfil these requirements. 

 

 

Figure 15: Defensibility as a kind of dependability (Firesmith, 2003) 

 

(Smith, et al., 2003) discusses safety in the rail domain, in terms of concepts, processes, operational challeng-
es, formal methods, standards. The paper builds upon (Eames, et al., 1999) to recall the importance of securing 
safety-critical systems. The authors then introduce a practical case of application: securing safety-critical com-
munications for the Australian rail network. 

                                                      
11

  Here, survivability is defined as the degree to which both accidental and malicious harm to essential, mission-critical services is prevent-
ed, detected, and reacted to. 
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(Sommerville, 2003) has a slightly larger scope than safety and security engineering. The paper discusses an 
approach to system requirements elicitation that integrates safety requirements elicitation and analysis with 
more general requirements analysis. The author proposes to organise the analysis round pervasive concerns, 
such as safety and security, which are based on business goals and can drive the system requirements engi-
neering process, thus filling the gap between the operational and system views. Concerns are not about what to 
do but a way of explicitly identifying the key issues around a business / operational goal. The overall method is 
called DISCOS and illustrated on a medical information system (cf. Figure 16). 

 

 

Figure 16: Example of decomposition of concerns on a medical information system (Sommerville, 2003) 

 

(Sørby, 2003) is an impressive master thesis (185 pages) that starts by: (i) providing a brief introduction to the 
concepts of safety (resp. security) and safety-critical (resp. security-critical) systems, including a safety (resp. 
security) terminology and its ontology; (ii) recalling the risk management process defined in the Australian risk 
management standard (AS/NZS 4360, 1999), and briefly describing the most important risk analysis methods; 
(iii) recalling some basics about wireless networking, with emphasis on security issues in wireless LANs. The 
report then proposes a development process (cf. Figure 17) for security-safety critical systems, which is based 
on the safety lifecycle defined in (IEC 61508-1, 1998) and the CORAS integrated risk management and system 
development process (Braber, et al., 2003). The approach, including a security-HAZOP

12
, is extensively illus-

trated on a toy example of: (i) an industrial robot, represented by a LEGO Mindstorms cutting robot, located into 
a safety zone whose entrance is controlled by a LEGO Mindstorms gate; and (ii) a monitoring system repre-
sented by a Sony AIBO robot. Finally, the author discusses the relationship between safety and security based 
on experiences gained during the development of the aforementioned system, together with existing definitions 
and related work in the security and safety domains. Amongst the conclusions, it is stated that the security at-
tribute “confidentiality" is irrelevant in terms of safety: this is because only direct harm was considered, and not 
events that might open up for other harmful events benefiting from a loss of confidentiality. 

 

                                                      
12

 HAZard and Operability. 
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Figure 17: Security-safety lifecycle (Sørby, 2003) 

(Avizienis, et al., 2004) gives the main definitions relating to dependability, a generic concept including such 
attributes as reliability, availability, safety, integrity, maintainability, etc. Security

13
 brings in concerns for confi-

dentiality, in addition to availability and integrity. Basic definitions are given first. They are then commented up-
on, and supplemented by additional definitions, which address the threats to dependability and security (faults, 
errors, failures), their attributes, and the means for their achievement (i.e. fault prevention, fault tolerance, fault 
removal, fault forecasting – cf. Figure 18). 

 

 

Figure 18: Groupings of the means for dependability and security (Avizienis, et al., 2004) 

 

(Johnson, 2004) starts by recalling that safety and security share numerous attributes and recalls that there are 
three main ways to attempt to improve security, i.e. security surveys, risk assessment and vulnerability assess-

                                                      
13

  By contrast with (Corneillie, et al., 1999), (Firesmith, 2003) and (Altran Praxis, 2006), (Avizienis, et al., 2004) does not consider security 
as a sub-factor of dependability. 
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ments, the latter being usually the most effective. The author argues that vulnerability assessment techniques, 
traditionally used to improve security, can be applied to safety analysis: thinking like a malicious adversary can 
have benefits in identifying safety vulnerabilities. The attributes of an effective safety vulnerability assessment 
are discussed, and recommendations are offered for how such an adversarial assessment might work. The au-
thor concludes that a safety vulnerability assessment can potentially provide new insights, a fresh and vivid per-
spective on safety hazards, and increased safety awareness. 

 

(Hessami, 2004) proposes a new paradigm for holistic systems assurance, of which safety performance and 
security/vulnerability are key aspects. While principally focused on safety assurance, the proposed paradigm is 
broadly applicable to any facet of a system's performance and goes beyond the current horizons of systems 
safety landscape. It develops and proposes a more inclusive approach and extension of current systems safety 
domain, comprising scope and issues beyond accident causation and consequential loss. It further advocates a 
more extensive view of loss, encompassing harm to people and damage to the natural habitat as well as detri-
ment to a business enterprise or society at large. 

 

Safety and security are critical to the US Department of Defence (DoD) and the Federal Aviation Authority 
(FAA), as well as to many other government and industry organizations. Both the Capability Maturity Model In-
tegration (CMMI) and the FAA integrated Capability Maturity Model (iCMM) provide process improvement 
frameworks in which safety and security activities can take place. Yet some practices specific to safety and se-
curity were not necessarily addressed in these models, nor was there sufficient guidance for interpreting the 
models’ practices in a safety and security context. 

(Ibrahim, et al., 2004) identifies best safety and security practices for process improvement and appraisal use in 
combination with the two integrated capability maturity models: the iCMM, and the CMMI for systems engineer-
ing, software engineering, integrated product and process development, and supplier sourcing. The safety and 
security practices produced are based on widely recognized safety and security standards and sources, and 
harmonized to represent the commonality among the safety and security disciplines, where possible. A mapping 
is provided to (MIL-STD-882C, 1993), (MIL-STD-882D, 2000), (IEC 61508-1, 1998) - (IEC 61508-7, 2000) 
standard series and (DEF STAN 00-56, 1996) for safety, and (ISO/IEC 17799, 2000), (ISO/IEC 15408-3, 1999), 
(ISO/IEC 21827, 2002)

14
 and (NIST SP 800-30, 2002)

15
 for security. 

 

 

Figure 19: Identifying the best practices in iCMM and CMMI (Ibrahim, et al., 2004) 

 

(Nicol, et al., 2004) starts by reviewing measures and existing techniques that are pertinent to dependability and 
security evaluation, giving examples of how those techniques are currently being applied to the evaluation of 
certain security properties. While these applications suggest that there is merit to using stochastic techniques to 
evaluate security properties, they also suggest that significant new work is necessary to create a sound, model-
based framework for quantifying system security. At the highest level, the authors believe that this work falls into 
two categories: (i) modelling attacker behaviour – cf. Figure 20; and (ii) creating a single, comprehensive meth-
odology for evaluating whether a design meets one or more high-level requirements related to security. The 
issues and challenges related to each of these needs are described. The authors conclude that stochastic eval-
uation techniques inspired by dependability evaluation methods have the potential to be used, with appropriate 
extension, for security evaluation, however, there are still significant obstacles to the creation of a comprehen-
sive, integrated approach to the evaluation of multiple security properties, largely due to fundamental differ-
ences between the accidental nature of the faults and the intentional, human nature of cyber-attacks. 

 

                                                      
14

 Now revised under (ISO/IEC 21827, 2008). 
15

 Now revised under (NIST SP 800-30, 2012). 
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Figure 20: Probabilistic security model structure (Nicol, et al., 2004) 

 

(Pfitzmann, 2004) recalls that in the past, IT-systems were at most either safety-critical or security-critical. The 
author asserts that in the future, more and more IT-systems will be both, safety- and security-critical. The paper 
provides the reasons behind that, but the author concludes that he can say neither how fast, nor at what levels 
(i.e. system specification, system architecture, or mechanisms) safety and security will merge. 

 

(Rushdi, et al., 2004): see (Rushdi, et al., 2005) below. 

 

(Srivatanakul, et al., 2004) demonstrates on an e-commerce case, that it is possible and beneficial to adapt the 
safety-related HAZard and OPerability (HazOp) approach to the traditional Use Cases modelling, so as to pro-
vide a more systematic approach for security analysis. Amongst the benefits, the authors assert that the HazOp 
approach: helps the derivation of security requirements and policy, highlights issues, can be applied to all Use 
Case elements, allows dealing with abstraction from communications that hides threats, and helps in the elicita-
tion of attack patterns. 

 

(Winther, 2004) addresses the necessity of including security aspects when assessing reliability and safety of 
critical systems. The integration of security in qualitative analysis is demonstrated and the possibility of probabil-
istically modelling security is discussed. Methods of particular interest are HAZard and OPerability (HazOp) and 
Petri-Nets. 

 

(Horn, 2005) is an extension of the work proposed in (Sørby, 2003). 

 

(ICAO, 2005) emanates from the work of the 5
th
 Worldwide Air Transport Conference and draws four main con-

clusions: (i) economic liberalization as well as the evolution of business and operating practices have implica-
tions for safety and security regulation, which need to be addressed properly; (ii) existing International Civil 
Aviation Organisation (ICAO) provisions and guidance material regarding States’ responsibility for aviation safe-
ty and security are generally adequate in addressing various situations resulting from liberalization, but  more 
work could be undertaken to improve the existing Standards And Recommended Practices (SARPs) and/or 
guidance material to adapt to the evolution of business practices; (iii) safety and security must remain of para-
mount importance in the operation and development of international air transport and should at no time be com-
promised by economic considerations; and (iv) there is a need for all parties, governments and service provid-
ers, to realize the importance of having a clear understanding of their respective responsibilities for safety and 
security compliance and oversight. 

 

Quantitative assessment of the effect of security breaches on a computer system can be based on the following: 
specification of all foreseeable types of basic events and estimation of their probabilities of occurrence over a 
stated period of time; observation of the various types of security measures employed by the system; definition 
of the undesired top events resulting from security breaches, and estimation of the system’s vulnerability to 
each of these events as the cost incurred by the system if that event took place; mathematical modelling of the 
logical relations between the aforementioned entities. (Rushdi, et al., 2005) presents an adaptation of the fault-
tree methodology to the quantification of security exposure of computer systems. In this context, a fault tree is 
described as a logic diagram whose input represents breach events at various system levels, and whose verti-
ces represent logic operations or gates. The root or output of the fault tree can be any of the undesired top 
events. The authors briefly survey algorithms for converting the switching (Boolean) expression of the indicator 
variable for the top event into a probability expression. Once the top event probability is determined, it can be 
multiplied by the system’s vulnerability to that event to yield a quantified value of the system’s exposure to it. 
The authors also handle the doubly stochastic problem of estimating the uncertainty in the top event probability 
by using an analytic exact formula relating the variance of the top event probability to the variances of the basic 
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event probabilities. An example of a typical computer system is presented wherein numerical estimates are ob-
tained for the top event probabilities and their variances and for the importance ranking of the various breach 
events. 

 

(Schoitsch, 2005) starts by recalling that: (i) safety has a long tradition in many engineering disciplines, noting in 
particular that standards / methods of risk and hazard analysis, and certification methods have evolved long 
before IT; (ii) security has evolved quite recently with networked IT-systems and concerns about privacy, data 
integrity, authenticity and protection; (iii) both communities have developed their own standards, methods and 
system views; neither in standardization nor in application areas do they cooperate well. The paper takes a ho-
listic view of critical systems and proposes a unified approach to system dependability, integrating both safety 
and security, arguing that in case of massively deployed embedded systems, security issues have severe safety 
impact and vice versa. 

 

(Srivatanakul, 2005) investigates well-defined and systematic approaches from the safety domain that would 
potentially improve the security analysis process and thus the security of developed systems. This thesis takes 
inspiration from deviational techniques from the safety domain (such as HAZOP, FMEA, and software fault in-
jection) and seeks to show that such techniques can be adapted for use in security, based on the Flaw Hypoth-
esis Method framework. The techniques proposed are applied to different aspects of system design and to dif-
ferent levels on design notation rigour. The first technique of Rigorous Analysis of Security Requirements is 
based on use cases and HAZOP technique. It aims to provide a more rigorous approach to security requirement 
analysis at the start of the development. The second technique is the Security Zonal Analysis, which focuses on 
security problems arising from unfortunate interactions. The concept is derived from the zonal analysis tech-
nique used in safety, with the use of HAZOP-based guide words for possible channel identification. The third 
technique, Security Analysis of Formal Elements, challenges a formal specification to address issues of specif i-
cation validation and the effects of failure. It applies the mutation method to derive potential deviants. Evaluation 
of the three techniques is illustrated through real-world case studies. 

 

The SafSec project was funded by the MoD Defence Procurement Agency who wished to reduce the cost and 
effort of safety certification and security accreditation for future military avionics systems and in-service up-
grades. The SafSec Standard does not supersede existing safety and security standards, but it helps to achieve 
the certifications with the minimum of duplicated work and the maximum of re-use of evidence between the dif-
ferent certifiers. SafSec focuses on dependable

16
 systems, therefore adding reliability and maintainability attrib-

utes to the baseline safety and security attributes. 

The SafSec Standard (Altran Praxis, 2006) establishes a well-defined terminology, and defines the top-level 
goal “The system is demonstrably dependable” as the goal to be achieved to be compliant with the standard. 
The top-level goal is decomposed using the Goal Structuring Notation (GSN) into 17 requirements directed to-
wards the demonstration of dependability (cf. Figure 21). SafSec is non-prescriptive and rather concise (44 
pages). The associated Guidance expands on the objectives set out in SafSec with indications of how the objec-
tives may be met while conforming to existing safety, e.g. (DEF STAN 00-56, 1996), and security standards, 
e.g. Common Criteria (ISO/IEC 15408-1, 2005). 

                                                      
16

 Like (Corneillie, et al., 1999) and (Firesmith, 2003). 
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Figure 21: Extract of goal structure for the achievement of a dependable system (Altran Praxis, 2006) 

 

(Contini, et al., 2006) starts by recalling that non-coherent fault trees characterised by non-monotonic structure 
functions allows easier modelling of complex top events. The availability of tools based on the Binary Decision 
Diagrams approach allows extending the fault tree analysis to applications requiring the construction of non-
coherent functions as well as high basic events probabilities. Two examples are described. The first one, from 
the field of safety, shows that the possibility to use non coherent trees reduces the modelling effort for complex 
top events. The second example refers to a simple problem in the new field of security where the need of deal-
ing with intentional actions implies the modelling of mutually exclusive events to which high probability values 
are associated. Some considerations about the interpretation of the importance indexes of basic events are also 
briefly described. 

 

(Gorbenko, et al., 2006) gives results of a web services dependability analysis using standardized FMEA (Fail-
ure Modes and Effects Analysis) technique and its proposed modification IMEA (Intrusion Modes and Effects 
Analysis) technique. Obtained results of the FMEA-technique application were used for determining the neces-
sary means of error recovery, fault prevention, fault-tolerance ensuring and fault removal. Systematization and 
analysis of web service intrusions and means of intrusion-tolerance were fulfilled by use of IMEA-technique. The 
authors also propose the architectures of the fault and intrusion-tolerant web services based on the components 
diversity and dynamical reconfiguration, and discuss principles and results of dependable and secure web ser-
vices development and deployment by use of the F(I)MEA-technique and multiversion approach. See also 
(Babeshko, et al., 2008). 

 

(Jonsson, 2006) is a position paper suggesting a high-level conceptual model that is aimed to give a novel ap-
proach to security and dependability definitions and terminology. The model defines security and dependability 
characteristics in terms of a system's interaction with its environment via the system boundaries and attempts to 
clarify the relation between malicious environmental influence, e.g. attacks, and the service delivered by the 
system (cf. Figure 22). The model is intended to help reasoning about security and dependability and to provide 
an overall means for finding and applying fundamental defence mechanisms. Since the model is high-level and 
conceptual it must be interpreted into each specific sub-area of security/dependability to be practically useful. 
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Figure 22: An integrated model of security and dependability (Jonsson, 2006) 

 

(Line, et al., 2006) discusses some of the common properties and differences between terms and techniques in 
the safety and security communities with the aim of reconciling potential conflicts and exploring potential for 
cooperation, convergence and mutual benefits. This requires reaching an agreement on which terms to use and 
how to interpret them, and also on what techniques to use. The authors conclude that although the safety field 
has a longer track record, to be able to cover both aspects, one needs to adopt techniques from both fields — or 
possibly merge existing techniques or create new ones. 

 

(Murdoch, et al., 2006) is a tailoring of the Practical Software and Systems Measurement (PSM) and ISO/IEC-
15939 measurement framework to serve information needs relating to the security of software-intensive sys-
tems. Within this extensive document (67 pages), the authors introduce the concept of ‘‘aggregated security’’ of 
a system, which takes into account all the possible failures of components and services, in order to evaluate the 
overall security of the system, using a mix of attack trees and fault trees. 

 

 

Figure 23: Fault trees and attack trees for a system as interpreted by developers and attackers (Murdoch, et al., 
2006) 
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(Olive, et al., 2006) starts by recalling that in today’s 
highly competitive air travel market, there is a growing 
demand among commercial airlines for on-aircraft 
systems, applications, and services that reduce airline 
operating costs, increase revenue opportunities, and 
improve the passenger experience. While many of 
these “new” aircraft functions may appear routine to 
users of the Internet, the inter-networking that is re-
quired both on and off the aircraft poses significant 
technical and operational challenges for airlines and 
their suppliers. Aircraft information security is one of 
the key challenges. This paper provides an overview 
of the Commercial Aircraft Information Security Con-
cepts of Operation and Process Framework (ARINC 
811, 2005) whose purpose is to facilitate an under-
standing of aircraft information security and to develop 
aircraft information security operational concepts. In a 
few pages, the paper summarizes the impact of infor-
mation technology on airlines and aircraft systems, the 
need for aircraft information security, the need for 
standardisation, the aircraft information security con-
cepts of operations (cf. Figure 24) including a refer-
ence architecture for the networked aircraft, and the 
three steps of the aircraft information security process 
framework. 

 

Figure 24: Aircraft Configuration Life Cycle (Olive, et al., 
2006) 

 

(Sallhammar, et al., 2006) presents a new approach to integrated security and dependability evaluation, which 
is based on stochastic modelling techniques. The proposal aims to provide operational measures of the trust-
worthiness of a system, regardless if the underlying failure cause is intentional or not. By viewing system states 
as elements in a stochastic game, the authors can compute the probabilities of expected attacker behaviour, 
and thereby be able to model attacks as transitions between system states (cf. Figure 25). The proposed game 
model is based on a reward-and-cost concept. A section of the paper is devoted to the demonstration of how 
the expected attacker behaviour is affected by the parameters of the game. The model opens up for the use of 
traditional Markov analysis to make new types of probabilistic predictions for a system, such as its expected 
time to security failure. 

 

 

Figure 25: State transition model of DNS server with game elements identified (Sallhammar, et al., 2006) 

 

(Stoneburner, 2006) is a very short paper (2 pages) proposing a common risk taxonomy for the National Insti-
tute of Standards and Technology (NIST) security risk framework and the Federal Aviation Authority (FAA) safe-
ty risk framework, in particular with a unified definition of mishap and an extended definition of hazard (cf. Figure 
26). 
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Figure 26: The unified security/safety risk framework (Stoneburner, 2006) 

 

(Aven, 2007) and its re-edition in (Aven, 2011), starts by recalling that there have recently been several at-
tempts to establish adequate risk and vulnerability analyses tools and related management frameworks dealing 
not only with accidental events but also security problems. These attempts have been based on different analy-
sis approaches and using alternative building blocks. In this paper, the author discusses some of these and 
shows how a unified framework for such analyses and management tasks can be developed. The framework is 
based on the use of probability as a measure of uncertainty, as seen through the eyes of the assessor, and de-
fines risk as the combination of possible consequences and related uncertainties. Risk and vulnerability charac-
terizations are introduced. 

 

(Cockram, et al., 2007) provides a practical case of application of the SafSec methodology, cf. (Altran Praxis, 
2006) on a sanitised version of a command and control system that allocates the deployment of personnel with-
in a battle-space. The example described in the paper applies this approach at a detailed level, using aspects of 
security to support the safety argument, and safety techniques to support security accreditation. The authors 
show an argument, which uses the dependability by contract approach, and how this is used. They show that 
module boundary contracts provide the process of specifying both types of attributes, and conclude that the goal 
structure notation is an appropriate method to demonstrate both safety and security arguments. 

 

(D-MILS, 2007) is a Specific Targeted Research Project (STREP) of the 7
th
 Framework Programme for research 

and technological development (FP7). Distributed MILS uses a Time-Triggered Ethernet (TTE) network to ex-
tend the MILS separation kernel into a distributed separation kernel. 

 

(Grøtan, et al., 2007) describes a systematic approach, called SeSa for SecureSafety (cf. Figure 27), to assess 
whether a given technological solution for (non-diode) remote access to the Safety Instrumented Systems (SIS) 
of Norwegian offshore installations implies an unacceptable risk in terms of jeopardizing the Safety Integrity 
Level (SIL) of the SIS. The approach requires a “pre-structuring” of the remote access path (cf. Figure 28) and a 
few other hypotheses related to good engineering practices, but should be easily adaptable to other industrial 
domains. The approach extensively uses existing threat lists, the HAZard and OPerability (HAZOP) analysis 
and a mapping between the SILs defined in (IEC 61508-1, 1998) and Evaluation Assurance Levels (EALs) de-
fined in (ISO/IEC 15408-1, 2005). 
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Figure 27: The SeSa method (Grøtan, et al., 2007) 

 

Figure 28: Layered model and remote access path 
to the SIS (Grøtan, et al., 2007) 

 

 

 

(Novak, et al., 2007) presents a life cycle model which 
intends to harmonize safety and security for Building 
Automation and Control Systems (BACS). The authors 
start by presenting separately the main ideas of the 
safety (IEC 61508-1, 1998) - (IEC 61508-7, 2000) 
standard series, relative to electronic or programmable 
safety-related systems, on the one hand, and of the 
Common Criteria (ISO/IEC 15408-1, 2005), on the 
other hand. The paper builds upon (Stoneburner, 
2006) but slightly differs from the latter in that Stone-
berger specifies that the “potential for harmful security 
event” should be considered as a safety hazard (cf. 
Figure 26); here, the approach starts with IEC 61508 
safety-related activities, and then addresses the secu-
rity concern (cf. Figure 29). This is justified by the fact 
the safety standard is more precise and restrictive 
than the security standard, and also because safety 
requirements can have an irrevocable impact on the 
system architecture. In the end of the proposed life 
cycle, the dependencies, possible conflicts and trade-
off between the concerns are addressed, without any 
specific technique, but simply using common sense. 

 

Figure 29: Pre-design of a safe and secure BACS 
(Novak, et al., 2007) 

 

(Pan, et al., 2007a) is a short paper (3 pages) that defines functional safety and security, and studies the rela-
tionship (en terms of similarities, differences and dependencies) and influences (in terms of antinomy, homology 
and dependence) between the two. 

 

(Pan, et al., 2007b) is slightly out of scope of this state of the art in that it addresses operation-time engineering 
activities to keep a system safe & secure during system operation and system maintenance (i.e. start-up, shut-
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down, abnormal conditions, alarm management, etc.) rather than design-time engineering activities. It naturally 
covers human factors, cf. Figure 30. 

 

     

Figure 30: Cases of accidents (left) and Root causes of hazardous incidents (right) (Pan, et al., 2007b) 

 

(Ridgway, 2007) recalls that whilst the achievement of safety objectives may not be possible purely through the 
administration of an effective Information Security Management System (ISMS), one’s job as safety manager 
will be significantly eased if such a system is in place. The paper seeks to illustrate the point by drawing a com-
parison between two of the prominent standards within the two disciplines of security and safety management, 
i.e. (ISO/IEC 17799, 2005) and (BS EN 61508-1, 2002). 

 

Many papers tend to present safety-engineering as more mature than security-engineering, and thus propose to 
adapt safety-engineering techniques and processes to the security field. Taking the opposing view, (Sindre, 
2007) looks at misuse cases, originally proposed for security, with the purpose of investigating whether they are 
also useful for safety, and to what extent they can complement existing diagrammatic modelling techniques in 
the safety domain. Misuse cases are thus compared to several traditional techniques for safety analysis, such 
as fault trees, cause-consequence diagrams, HAZard and OPerability (HazOp), and Failure Mode, Effects and 
Analysis (FMEA), identifying strengths and weaknesses of either. 

 

(Wiander, 2007) analyses the implementation experiences of four organisations that have implemented the 
(ISO/IEC 17799, 2005) standard

17
. The core topic of the paper is out of scope of this state of the art, but it is 

worthwhile stating that two of the five interviewees “mentioned that the ISO/IEC 17799 (2005) standard does not 
adequately cover the corporate safety issues and there is no link to them.” 

 

(Yang, et al., 2007) explores a framework of safety and security checking for internet-based control systems. 
After identifying the similarity between safety and security, the authors applied the safety-related What-If method 
to security risk analysis (cf. Figure 31). A modified Process Control Event Diagram

18
 (PCED)-based HAZard and 

OPerability
19

 (HAZOP) analysis is proposed. 

 

 

Figure 31: What-If reviews (Yang, et al., 2007) 

 

(Babeshko, et al., 2008) presents results of a SCADA-based ICS dependability and security analysis using a 
modification of standardized FMEA (Failure Modes and Effects Analysis)-technique. The technique mentioned 

                                                      
17

 (ISO/IEC 27002, 2013) has developed from BS 7799, published in the mid-1990s. The British Standard was adopted by ISO/IEC as 
(ISO/IEC 17799, 2000), revised in 2005, and renumbered (but otherwise unchanged) in 2007 to align with the other ISO/IEC 27k-series 
standards. 

18
  A PCED is an abstract and qualitative model of the communication between processes, controllers and operators. 

19
  As in (Foster, 2002). 
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takes into account possible intrusions and is called F(I)MEA (Failure (Intrusion) Modes and Effects Analysis). 
The F(I)MEA technique is applied for determining the weakest parts of ICS and the required means of fault pre-
vention, fault detection and fault-tolerance ensuring. An example of F(I)MEA-technique applying for SCADA 
vulnerabilities analysis is provided. The solutions of SCADA-based ICS dependability improvement are pro-
posed. See also (Gorbenko, et al., 2006). 

 

(Boettcher, et al., 2008) describes the Multiple Independent Levels of Security (MILS) approach developed as 
part of the Multiple Independent Levels of Security / Safety initiative of the Air Force Research Laboratory 
(AFRL). MILS is a high-assurance architecture for secure information sharing that builds on and extends a long 
tradition of work on architectural approaches to security and safety. Its mechanisms are closely related to the 
robust partitioning employed for safety in Integrated Modular Avionics (IMA), and to the separation kernels em-
ployed in some secure systems. MILS is characterized by a two-level approach to secure system design: (i) at 
the policy level, a decomposition to a virtual architecture is performed while identifying the trusted components, 
the local policies and the communications channels; (ii) at the resource sharing level, implementation of compo-
nents is considered, which includes the allocation of components to shared physical resources. Security is sel-
dom identified with a single, simple policy; the two-level approach of MILS was introduced as a rational way to 
organize the multiple cooperating components and sub-policies that realize a complete secure system (cf. Fig-
ure 32). 

 

 

Figure 32: Conceptual Design for a MILS Workstation (Boettcher, et al., 2008) 

 

(Daniel, 2008) is a humorous and cartoon-illustrated history of safety and security convergence, from the 1940’s 
to present time (cf. Figure 33). However, beyond the humour, the author raises 12 fundamental points, all with a 
strong “think different” baseline: 

(1) security, by principle, is human factors related; (2) an engineering 
solution to security is an illusion; (3) security is an eternal process 
comprising varying activities, using varying mechanisms, with evolv-
ing technologies; (4) policies help keep decision-makers straight; (5) 
applying mathematics to security may be dangerous; (6) catalogues, 
forms, check-lists… are good to know for the attacker; (7) the safety-
related “proven-in-use” concept is like 9/11 when applied to security; 
(8) good practice is common sense, but is not enough; (9) never un-
derestimate attacker imagination; (10) manufacturer, integrator and 
operator issues are a market side-issue; (11) an appropriate threat-
risk-analysis method is still missing; and (12) a “good” industrial se-
curity standard is still missing. 

 

Figure 33: Genesis of the safety-related 
security problem: loss of the engineer’s 

paradise (Daniel, 2008) 

 

(Deleuze, et al., 2008) addresses the issues resulting from the concomitant allocation of safety and security 
objectives to an industrial facility. The authors analyse the liaison between the concepts of security and safety. 
They attempt to describe the possible disconnections or even contradictions between them, as well as the bene-
fits expected from increased disciplinary exchanges between safety and security studies. The first section of the 
paper introduces to key security challenges and threats in industrial facilities. The second section briefly re-
views, on the basis of available literature, the major differences between a safety study and a security assess-
ment for a given industrial facility. The third section discusses the boundary conditions for security-related appli-
cation of probabilistic and deterministic risk assessment methodologies usually applied in safety studies. The 
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fourth section presents situations where safety and security objectives appear to have been inconsistent. Ex-
amples include: risks caused by false alarms, increased complexity of operating procedures, risks caused by 
active security measures, negative effects of barriers accumulation, competing rationalities or paradigms… The 
authors conclude that safety and security objectives are not easily compatible on an industrial facility and those 
innovative scientific paradigms and methods need to be developed so that operators of industrial facilities can 
consider a more integrated approach. 

 

(Dewar, 2008) is the introduction to the Relationship between Safety and Security in Software-Based Systems 
workshop. It starts by recalling some basics on safety-critical systems, with a safety focus on (RTCA DO-178B, 
1992) / (EUROCAE ED-12B, 1992), and a security focus on the Common Criteria, i.e. (ISO/IEC 15408-1, 2005), 
(ISO/IEC 15408-2, 2008), and (ISO/IEC 15408-3, 2008). The paper then compares the two. To catch the read-
er’s attention on the implications of Evaluation Assurance Levels (EAL), the author raises a striking example: 
various versions of Microsoft Windows (e.g. Windows 2000 at SP3) are certified at EAL4, i.e. in some respects 
equivalent to DO-178B Level A. The author then analyses the relations between safety and security, and com-
pares the merit of testing with respect to safety and security properties, with a focus on formal methods and 
object-oriented techniques, with in particular the Liskov Substitutability Principle (LSP

20
). He concludes that 

things are starting to move in terms of safety and security co-engineering. 

 

(Jackson, et al., 2008) presents the SafSec Standard (cf. (Altran Praxis, 2006) and Figure 34), and the safety 
and security regulatory shifts that occurred in parallel to the elaboration of SafSec. 

 

 

Figure 34: The SafSec approach (Jackson, et al., 2008) 

 

The European Modular Urban Transport Safety and Security Analysis (MODSafe, 2008) project was launched in 
September 2008 with the goal of undertaking research on the safety life cycle of urban guided transport systems 
in Europe, taking on board some security considerations. 

 

(Nordland, 2008) recalls that safety engineers tend to regard security as outside the scope of their task, and 
presents multiple examples of safety-critical systems that are increasingly exposed to malevolent attacks. The 
paper does not present any approach or solution, but simply suggests that engineers take the bull by the horns. 

 

(Saglietti, 2008) briefly summarizes the classical differences and historical trends in analysing safety and securi-
ty demands. After a brief survey on terminology, the paper proposes a uniform view to both safety and security 
attributes on which to base common verification and validation activities; one of the means to achieving that 
goal is by recommending an effect-driven engineering approach rather than a cause-driven approach. In con-
trast with (Dewar, 2008), the author feels that both safety and security-critical systems require extensive testing, 
achieving high white-box and integration coverage measures, preferably supported by an automatic generation 
of test data capable of achieving as high (i.e. control flow / data flow / interaction) coverage as possible, with as 
little validation effort as possible. 

                                                      
20

 Substitutability is a principle in object-oriented programming, which states that, in a computer program, if S is a subtype of T, then objects 
of type T may be replaced with objects of type S without altering any of the desirable properties of that program. The Liskov Substitution 
Principle (LSP) is a particular definition of a subtyping relation, which intends to guarantee semantic interoperability of types in a hierar-
chy [Wikipedia]. 
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(Stålhane, et al., 2008) builds upon (Sindre, 2007), assessing the efficiency of misuse cases
21

 applied to safety 
hazard identification, based on an experiment with students. The respective merits of the textual and diagram-
matical parts of misuse cases are compared, showing that the textual part of misuse cases is better for produc-
ing more failure modes (cf. Figure 35). 

 

 

Figure 35: The probability of identifying each failure mode (Stålhane, et al., 2008) 

 

The French FUI SEISES
22

 project (SEISES, 2008) was defined regarding a context, challenges and needs that 
are specific to computerized on-board systems, in particular those integrated in aeronautical, space, transport 
systems and / or critical infrastructure. The SEISES project has been implemented in order to offer the relevant 
industries a standard that integrates safety and security alike. The English terms “safety” and “security” have 
been chosen in order to avoid ambiguity in their understanding by the various business areas involved in the 
project for which the French translations may differ. These terms are understood as follows: 

 safety: operational safety and security of goods and people; 

 security: information security against malicious intent. 

SEISES is to develop a framework integrating the safety and security practices and processes within the life 
cycle of the on-board computerised systems, single components and related resources. This framework de-
signed for the on-board systems is based on the Common Criteria, and gives it a practical application in this 
field. The project objectives are to ensure the coherence of practices and to facilitate the activities of design, 
development, evaluation, validation and maintenance of safe and secure systems (including security functions). 
The main goal with respect to the existing literature (SAE ARP 4761A, 2004), (SAE ARP 4754A, 2010) / 
(EUROCAE ED-79A, 2010), (RTCA DO-254, 2000) / (EUROCAE ED-80, 2000), (RTCA DO-178B, 1992) / 
(EUROCAE ED-12B, 1992), (ISO/IEC 15408-1, 2009), etc. can be summed up with the idea to integrate securi-
ty within the safety practices. SEISES also aims at completing and harmonizing the existing standards in both 
areas by providing a platform of integrated and tooled practices, directly applicable to the aeronautical and 
space domains. This approach enables, throughout the different life-cycle phases of the on-board systems, an 
optimized implementation of the provisions that enable the control of hazards and threats and the management 
of risks, also taking into account the notion of impact (human, material, economic, image, legal and regulatory, 
terrorism, etc.) 

 

In 2008, the German Federal Ministry of Education and Research (BMBF) launched the Virtual and Augmented 
Reality for Maximum Embedded System Safety, Security and Reliability project (ViERforES, 2008). Virtual reali-
ty (VR) and augmented reality (AR) technologies are employed in the ViERforES project to reproduce and expe-
rience non-physical properties of distributed embedded systems in virtual environments. New tools and methods 
provide engineers support to test and perfect products safely in every phase of the life cycle. 

 

                                                      
21

 Misuse cases extend standard UML use cases. Misuse cases were developed to address security concerns through the specification of 
behaviour that the system should avoid, and the modelling of how a misuser can damage the system. 

22
 SEISES is a French acronym for Systèmes Embarqués Informatisés, Sûrs Et Sécurisés. In English: On-board Safe and Secure Comput-
erized Systems Platform. The description provided herein for the SEISES project is extracted from the State of the Art of Security and 
Privacy Policies – Standardisation, deliverable D11.1.3, FP7 SECUR-ED project, June 2013. 
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(Aven, 2009) discusses the rationale for the different initiatives taken to identify safety and security critical sys-
tems and activities, at different levels and in different contexts, ranging from infrastructures at the societal level 
to equipment on the production plant level. These different approaches are implemented to define the critical 
systems and activities. Some of these relate to vulnerabilities, others incorporate the probability dimension and 
are risk based, whilst yet others take into account values of the decision-maker and relevant stakeholders. The 
paper discusses: (i) if vulnerability is an adequate measure to be used as a basis for determining criticality; (ii) if 
it is meaningful to specify safety and security critical systems and activities without addressing risk; (iii) how the 
limitations of the risk assessments should be accounted for; (iv) if the concept of criticality should be extended 
to also cover utility aspects. The author brings new insights into the discussion by being precise on the key risk 
concepts, including uncertainty, probability and expected value, and considering alternative risk perspectives. 
The author’s main concern is activities with potential severe consequences and large uncertainties. A novel 
approach is suggested based on expected values and uncertainties in underlying phenomena and processes. In 
order to account for uncertainties, the author suggests the following method: (1) identify a list of systems for 
evaluation; (2) identify possible initiating events A; (3) define categories of consequences C (i.e. severity classi-
fication); (4) rank the systems according to vulnerability using E[C|A], i.e. the expected consequences given the 
occurrence of A; assign probabilities for the events A, calculate the unconditional expected consequences, EC, 
by EC = P(A) x E[C|A], and rank the systems according to EC; (5) assess uncertainties in underlying phenome-
na and processes that could result in surprises relative to EC, and adjust the ranking based on this assessment. 
Steps 4 and 5 are based on a traditional risk description. It is only when the uncertainties are added that “true” 
risk is revealed, e.g. an event with a presumed low risk based on EC, may be reclassified as high risk if the un-
certainties regarding the underlying assumptions are high. Uncertainties may be related to e.g. new technology, 
future events, customer demand or political stability. 

 

(Daruwala, et al., 2009) presents a case of 
practical implementation of a recommenda-
tion found in many other papers, i.e. apply 
safety-related techniques to security engi-
neering. The authors successfully applied 
the HAZard and OPerability (HazOp) tech-
nique to security threat identification on Intel 
hardware and software. The paper reports 
significant efficiency

23
 gains compared to 

traditional approach based on brainstorming, 
interface exposure and analysis of privilege 
levels, as used on equivalent systems (cf. 
Figure 36). 

 

Figure 36: Test derivation efficiency, comparing HazOp with tra-
ditional approaches (Daruwala, et al., 2009) 

It is to be regretted that (Daruwala, et al., 2009) does not reference (Foster, 2002), in which it is reported that 
the HazOp technique has already been successfully applied to security protocol development, especially since 
both papers report somehow contradictory results, i.e. increased efficiency for (Daruwala, et al., 2009), versus 
considerable effort but increased coverage for (Foster, 2002). Positive feedback about HazOp is also provided 
in (Winther, et al., 2001), (Srivatanakul, et al., 2004), (Yang, et al., 2007), (Cusimano, et al., 2010), (Raspotnig, 
2014). 

 

                                                      
23

 Efficiency is expressed in terms of number of test cases identified per week. 
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(Fovino, et al., 2009) presents a new 
method for quantitative security risk 
assessment of complex systems 
combining fault-tree analysis, tradi-
tionally used in reliability analysis, 
with attack-tree analysis, proposed 
for the study of malicious attack pat-
terns. Formal definitions of fault tree 
and attack tree are provided. 

Tree integration is realised through 
the equation Attack tree goal = Fault 
tree event, showing the fact that a 
top goal of an attack tree coincides 
with an event contained in a fault 
tree. The resulting tree is called Ex-
tended Fault Tree (EFT). 

According to the authors, the com-
bined use of fault trees and attack 
trees helps the analyst to effectively 
face the security challenges posed 
by the introduction of modern ICT 
technologies in the control systems 
of critical infrastructures. The pro-
posed approach allows considering 
the interaction of malicious deliberate 
acts with random failures. 

The quantitative analysis is possible 
under the precondition that probabili-
ties are available for both safety and 
security events. A mathematical 
model for the calculation of system 
fault probabilities is presented. 

 

Figure 37: Integrated fault tree and attack tree (Fovino, et al., 2009) 

 

(Goertzel, et al., 2009) recalls that security concerns, long recognized and addressed for information systems 
and networks, have only recently emerged as relevant to safety-critical software-intensive systems. As these 
systems move away from closed environments and architectures to network connectivity and open and com-
modity technologies, they are exposed as never before to security threats that are familiar in the information 
systems realm. Security has become as necessary a property as high-reliability and fault-tolerance. On the in-
formation systems side, in Department of Defence parlance, fought on current terms, the information war is not 
only being lost, it is unwinnable. The “detect-protect-respond” paradigm is “broken”, and there is a new strategy 
that shifts information assurance, computer network defence, and cyber security from attack prevention and pre-
emption towards the ability to “fight through”, i.e. survive attacks. Survivability (resilience) is now the common 
thread running through both security-critical and safety-critical software engineering. Secure software develop-
ers need to adopt and adapt reliability and safety engineering techniques and tools to achieve survivability ob-
jectives in their larger, more complex information system programs and applications. Software safety engineers 
need to strike the balance between the emerging need for security and the unique imperatives of safety-critical 
software, and leverage tools and best practices originating in the information and software assurance communi-
ties. 

 

(Hansen, 2009) shows that most standardized safety protocols do not provide sufficient security measures, and 
represent a weak link in the design of safety systems. The author assumes that safety systems are designed 
and used according to the (IEC 61508-1, 1998) - (IEC 61508-7, 2000) standard series. A systematic overview of 
the possibilities and difficulties of attacking safety devices is provided (cf. Figure 38). The paper shows that the 
probability that a hostile hacker obtains access to a safety device and compromises the safety function in the 
device is small; the  most  likely  outcome  is  bringing  the  system  to  a failsafe  state,  harming  the  availabil-
ity, rather than  the safety. 

 



D3.4.3 Recommendations for Security and Safety Co-engineering MERgE ITEA2 Project # 11011 

  40 / 166 

 

 

Figure 38: Safety device attack entry points versus hacker challenges (Hansen, 2009) 

 

(Hunter, 2009) starts by recalling that treating safety and security activities independently in the system lifecycle 
can lead to unexpected and unwanted outcomes, illustrated by the Maroochy Cyber Attack real-life example. 
The author stresses that before attempting to integrate two value-based systems, it is important that their value 
systems are aligned. When it comes to safety and security the values and priorities that drive the methodologies 
are not the same, typically assets versus people, and safety integrity versus security priorities. Then, the paper 
highlights two key issues that limit the success of integrating safety and security in the systems lifecycle: incom-
patibility with risk management; and possible conflicts with mitigating controls. The author recommends using 
the safety Layer-Of-Protection Analysis (LOPA) technique to allow the determination of probability of security 
control failure and resulting dangerous failure probability, as well as the use of Goal Structuring Notation (GSN) 
or similar techniques where safety and security controls may conflict. Rather than combining disparate method-
ologies for safety and security, the paper proposes Lifecycle Attribute Alignment to ensure effective and compat-
ible safety and security controls are established and maintained at key lifecycle stages. In Figure 39, interaction 
in these phases is shown in terms of alignment attributes (A), requirement allocation attributes (R) and verifica-
tion effectiveness attributes (V). The author’s hope is to influence the upcoming (S + IEC 61508, 2010). 

. 
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Figure 39: Key lifecycle alignment points (Hunter, 2009) 

 

(Jalouneix, et al., 2009) compares nuclear safety and security, discussing goals and context, organisational 
principles, including the higher weight of the State in security affairs with respect to safety, and application prin-
ciples. 

 

The French Production d'Applications Réparties Sûres pour l'Embarqué Critique
24

 FUI 8 project (PARSEC, 
2009) aimed at providing development tools for critical real-time distributed systems requiring certification ac-
cording to the most stringent standards such as the (RTCA DO-178B, 1992) in avionics, the (IEC 61508-1, 
1998) - (IEC 61508-7, 2000) standard series in transportation or the Common Criteria (ISO/IEC 15408-1, 2009) 
- (ISO/IEC 15408-3, 2008) for Information Technology Security Evaluation. In more detail, PARSEC aimed at 
meeting the following specific requirements of these systems (cf. Figure 40): 

                                                      
24

 French for “Production of Secure Distributed Applications for Critical Embedded Systems”. 
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 proven specification of the system ( Event-B approach); 

 means to translate this proven specification to a component model ( MyCCM-HI technology describing the 
application and its non-functional requirements, e.g. real-time characteristics or description of the projection 
of the on a partitioned platform); 

 correct-by-design code  ( the synchronous approach using the SynDEx tool and the asynchronous ap-
proach using the Ocarina tool); 

 integration of the PathCrawler test scenario generation and execution tool, and definition of a requirement 
traceability survey tool. 

 

 

Figure 40: The FUI 8 PARSC project (PARSEC, 2009) 

 

Building upon (Line, et al., 2006), (Piètre-Cambacédès, et al., 2009) aims at a finer understanding of the rela-
tions between safety and security, introducing a conceptual framework to better capture their moving perime-
ters. The framework is called SEMA for System vs. Environment & Malicious vs. Accidental (cf. Figure 41). The 
framework characterizes safety and security interactions, varying from their reinforcement to their strong antag-
onism. In following papers, the framework was extended, as security and safety were broken down into 6 con-
cepts: defence, safeguards, self-protection, robustness, containment ability and reliability, cf. (Piètre-
Cambacédès, 2010f) (Piètre-Cambacédès, et al., 2010c). 

 

 

Figure 41: The SEMA framework (Piètre-Cambacédès, et al., 2009) 

 

(Sun, et al., 2009) recognises that modern cyber-physical systems (CPSs) are increasingly prone to security 
violations, often as a result of contradictory requirements between the safety / real-time properties and the secu-
rity needs of the system. The authors propose a formal framework that assists designers in detecting such con-
flicts early, thus increasing both, the safety and the security of the overall system. The framework (cf. Figure 42) 
includes: (i) an extensible global language to specify the system and environment; (ii) mechanisms to specify 
domain requirements; (iii)  mechanisms to relate requirements across classes; (iv) brute force search through all 
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possible valid models of the world that satisfy the initial assumption to find conflicts between requirement clas-
ses. The paper focalises on CPSs, but the formal framework seems applicable to any type of complex system. 

 

 

Figure 42: Different domain models of the world (Sun, et al., 2009) 

 

(Apvrille, et al., 2010a) presents the AVATAR SysML profile. The set of slides recalls the history of the AVATAR 
language, presents it syntax and semantics, and illustrates the verification of safety, confidentiality and authen-
ticity properties on a simple coffee machine example. See also (Knorreck, et al., 2010), (De Saqui-Sannes, et 
al., 2011), (Pedroza, et al., 2011) and (Apvrille, et al., 2014). 

 

 

Figure 43: Example of parametric diagram using AVATAR (Apvrille, et al., 2010a) 

 

(Carter, 2010) is the minutes of a “safety-critical versus security-critical software” workshop. The aim of the 
workshop was to bring relevant British experts from industries, universities, government and associated organi-
sations, and professional bodies together in order to debate real-life problems of safety and security-critical 
software, technical similarities and differences between safety and security, how processes and working prac-
tices can be combined, how skills can be swapped, what are the barriers to implementing safety-security sys-
tems as one discipline, and what is needed to change standards. The workshop concluded on three main rec-
ommendations: (i) the security domain would benefit from using software development techniques from the 
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safety domain; (ii) the safety domain would benefit from considering malicious attack on its systems; and (iii) 
safety and security-critical systems should be considered as one. An action plan was drafted, but as yet, we 
have found no evidence of its execution. 

 

(Cusimano, et al., 2010)
25

 is a pragmatic feedback on safety and security co-engineering in the Industrial Auto-
mation and Control Systems (IACS) domain. The approach, applied on a major U.S. refinery, combines, 
amongst other techniques, a HAZard and OPerability (HAZOP) analysis, a Control HAZard and OPerability 
(CHAZOP) analysis, a Failure Modes and Effect Analysis (FMEA), and a Layer-Of-Protection Analysis (LOPA). 

 

(Delange, 2010) starts by explaining the need to cope with security in dependable systems and proceeds with a 
review of the basic approaches currently used in each specialty, i.e. Multiple Independent Levels of Security 
(MILS)

26
, security policy models (e.g. Bell-Lapadula, Biba), cryptography and Common Criteria (ISO/IEC 15408-

1, 2009) for security engineering versus Failure Propagation and Transformation Calculus (FPTC) / HAZard and 
OPerability (HAZOP), partitioning and health monitoring as of ARINC 653

27
, and (RTCA DO-178B, 1992) / 

(EUROCAE ED-12B, 1992) for dependability. The thesis highlights the commonalities of the mechanisms de-
veloped in each specialty for different purposes, notably partitioning, but also code analysis and code genera-
tion techniques. A critical review points out four issues: (i) absence of a common framework for safety and secu-
rity; (ii) inconsistencies & spread-out of system specifications in different documents; (iii) absence of relation 
between validated specifications and code; (iv) lack of automation during the development cycle. Based on this 
critical review, the author introduces a new method to build dependable systems whilst ensuring their security 
requirements. The approach is based on: (a) the Architecture Analysis and Design Language (AADL) as unique 
representation language, cf. Figure 44; (b) automated validation of the specifications; (c) code generation for 
execution on an open-source partitioned operating system (POK Community, 2011); (d) automated certification, 
which verifies that specification requirements are met in the implementation by analysing the system during its 
execution and also evaluates its compliance against certification standards. The author provides AADL exten-
sions to model partitions (cf. Figure 44) and the propagation of errors, as well as validation rules that operate on 
those extensions. 

 

processor kernel 

end kernel; 

 

processor implementation kernel.i 

subcomponents 

p1 : virtual processor environnementpartition.i; 

p2 : virtual processor environnementpartition.i; 

properties 

Slots => (100ms,200ms); 

SlotsAllocation => (reference(p1),reference(p2)); 

Major Frame => 300ms ; 

end kernel.i; 

Figure 44: AADL processor component extended to model a partition kernel  

 

(Derock, et al., 2010) proposes a high-level comparison of the safety-related (ISO/IEC 15026, 1998) and the 
security-related (ISO/IEC 27005, 2008) standards. The paper also presents an overview of a generalized safety 
process developed at DCNS that covers all the activities mandated in the two aforementioned standards (cf. 
Figure 45). 

 

                                                      
25

 See similitude of title with (Dewar, 2008). 
26

 See (Boettcher, et al., 2008). 
27

 Cf. (ARINC 653P0, 2013), (ARINC 653P1-3, 2010), (ARINC 653P2-2, 2012), (ARINC 653P3A, 2014) and (ARINC 653P4, 2012). 
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Figure 45: Convergence between ISO 27005 and ISO 15026 (Derock, et al., 2010) 

 

(Gutgarts, et al., 2010)
28

 recalls that the low failure rate of the safety-critical software is achieved due to the 
mandatory requirement for certification based on standards, which emphasize rigorous verifications of the pro-
cess outputs throughout the software life cycle. This is aided by ability to use, in some cases, formal methods to 
positively prove that requirements have been met. By contrast, difficulties in defining security-critical software 
requirements to allow for unambiguous verification paved a way for emerging practice of static source code 

                                                      
28

 For a smile, do compare the titles of (Carter, 2010) and (Gutgarts, et al., 2010). 
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analysis, and indirectly to the development of the Common Weakness Enumeration (CWE) by the MITRE. The 
author suggests, by analogy to (RTCA DO-178B, 1992) / (EUROCAE ED-12B, 1992), cf. Figure 46, the creation 
of security-critical levels (e.g. A-E) and associated methods for assuring achievement of those levels, with the 
twist that each sub-factor of security (i.e. confidentiality, integrity and availability) are likely to have different lev-
els of requirement for a given system. 

 

 

Figure 46: Safety-objectives per safety-level according to DO-178B (Gutgarts, et al., 2010) 

 

Building upon previous work
29

 by Marc Bouissou, (Piètre-Cambacédès, et al., 2010) proposes an adaptation of 
the safety-related Boolean logic Driven Markov Processes (BDMP) to security risk analysis in an integrated for-
malism covering both specialties (cf. Figure 47). According to the authors, BDMPs are as readable as traditional 
attack trees, but with dependency and dynamic characteristic capabilities, allowing for the computation of new 
security indicators (e.g. attack success probability, mean time to attack). Full details can be found, in French, in 
(Piètre-Cambacédès, 2010f). 

 

 

Figure 47: Example of Boolean logic Driven Markov Process (Piètre-Cambacédès, et al., 2010) 

 

(Firesmith, 2010) is a full-day tutorial (i.e. 150 slides), which introduces the attendee to the engineering of safe-
ty- and security-related requirements for software-intensive systems. It provides a consistent, effective, and effi-
cient method for identifying, analysing, specifying, verifying, and validating the four different types of safety- and 
security-related requirements, i.e. safety and security quality requirements, safety- and security-significant re-
quirements, safety and security function / sub-system requirements and safety and security constraints (cf. Fig-
ure 48). The author concludes that: (i) these requirements need to be identified, analysed and specified differ-
ently; (ii) the processes for requirements engineering, safety engineering and security engineering need to be 
properly interwoven, consistent and performed collaboratively in parallel. 

 

                                                      
29

 M. Bouissou, Automated Dependability Analysis of Complex Systems with the KB3 Workbench: the Experience of EDF R&D, International 
Conference on Energy and Environment (CIEM), Bucharest, Romania, October 2005, and, M. Bouissou, A generalization of dynamic 
fault trees through Boolean logic Driven Markov processes (BDMP), 16th European Safety and Reliability Conference (ESREL’07), Sta-
vanger, Norway, June 2007. 
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Figure 48: Four different types of safety- and security-related requirements (Firesmith, 2010) 

 

(Förster, et al., 2010) describes the results of Fraunho-
fer’s research in the ViERforES project (ViERforES, 
2008) with respect to dependability models that can be 
used to arrive at an integrated and analysable model 
for safety and security issues of a system, and their 
interdependence. This extensive report (53 pages) 
starts by recalling the main fault tree and attack tree 
models, together with some of the proposals made for 
their integration. The authors then propose a combina-
torial model based on the integration of a Component 
Logic Model (CLM

30
) and an adapted

31
 attack tree 

model, cf. Figure 49. This combinatorial model ena-
bles qualitative (i.e. assigning priorities to minimal cut 
sets) and quantitative (i.e. computing minimal cut sets 
probabilities or weights) safety/security analyses. Mul-
tiple options are proposed for quantitative analyses, 
e.g. pseudo-probabilities, random sampling, sub-set 
analysis with cost functions, top-level event analysis, 
etc. The authors also briefly discuss the visualisation 
of the results to support root cause analysis. The re-
port concludes on a safety / security assessment pro-
cess (cf. Figure 50). 

 

Figure 49: Augmenting the attack tree model 

 

Figure 50: Threat tree assessment process (Förster, et 
al., 2010) 

 

                                                      
30

 The CLM is an extension of the Component Fault Tree (CFT), which is itself an adaptation of the traditional Fault Tree (FT). 
31

 A semantic shift of the tree nodes is required, from attack goal to impact of a successful attack. 
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(Koscher, et al., 2010) reports on an experimental 
evaluation of security issues on a modern automobile 
and demonstrates the fragility of the underlying system 
structure of this safety-critical system. Beyond the fact 
that the authors are at the origin of the famous Car-
Shark tool – a custom CAN bus analyser and packet 
injection tool – we wish to highlight the paper’s ending 
discussion on some complex challenges for the indus-
try to address the raised security issues. 

 

Figure 51: Displaying an arbitrary message and a false 
speedometer reading on the Driver Information Centre, 

whilst the car is in Park (Koscher, et al., 2010) 

 

Building upon (Gutgarts, et al., 2010), and based on the fact that security-related standards are much less strin-
gent than safety-related standards, (Axelrod, 2011) advocates for more exchanges between the safety and se-
curity communities, and claims that the approaches used for safety-critical process control systems could great-
ly benefit security-critical information systems (cf. Figure 52). Nine safety-related best practices, which span 
across the full system / software development lifecycle, are cited for use during security-critical system engi-
neering: (a) security features should be added at the requirements and specifications stages of developing in-
formation systems and information-security specialists should be included in the team creating requirements; (b) 
prior to connecting security-critical systems to networks, a careful analysis should be done to determine whether 
there might be ways to eliminate or limit connectivity; (c) programming languages that force discipline on the 
developer should be favoured; (d) hardened versions of operating systems should be favoured; (e) designers 
and developers should be trained in secure coding practices, and then adequate procedures should be put in 
place to catch any lapses; (f) verification and validation should be applied to security-critical information sys-
tems; (g) deployment should be limited to a small number of platforms; (h) operational and support staff should 
be trained in the functionality of the information systems that they run, and management should resist the pres-
sure to frequently update current systems and introduce new ones; and (i) sensitive data should not be stored in 
the applications themselves, and the frequency of systems decommissioning should be reduced. 

 

 

Figure 52: Categorization of systems by impact of failure or compromise (Axelrod, 2011) 

 

(Zhenhai, et al., 2010) proposes a service-oriented framework of information integration of safety and security 
for high-speed railway. It consists of four layers: basic platform layer, data organization layer, key service layer 
and application layer. According to the authors, the framework breaks the hard situation of various information 
systems at present, which are always independent and have difficult data sharing. The framework makes a sys-
tem more dynamic and expansible, as it is easy to establish different service modes for users with different in-
formation requirements. 
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Figure 53: Framework of Information integration of safety and security for high-speed railway (Zhenhai, et al., 2010) 

 

(Åkerberg, 2011) starts by recalling that in the process industry, network and system security have become im-
portant since the introduction of Ethernet-based fieldbus protocols. Wired fieldbus protocols are mature with 
respect to safety and there are existing standards for safe communication (cf. Figure 54). However, the wired 
fieldbuses lack adequate security measures to be deployed in industrial automation. In wireless sensor net-
works, security is addressed thoroughly in the standards, but is not mature with respect to safety. Future auto-
mation systems need ideally to seamlessly support safety and security in heterogeneous networks while hiding 
the complexity for the end-users in order to successfully manage large-scale industrial production. This short 
thesis (57 pages) presents one feasible solution towards safe and secure communication in heterogeneous 
industrial networks for process control (cf. Figure 55). A security layer is added between the communication 
layer and the application layer, using the communication layer as the black channel

32
. The security layer is not 

added within the scope of the Open Systems Interconnection model (OSI model), but rather between the OSI 
model and the application to avoid conflicts with standards and to allow end-to-end security. In the same man-
ner the safety layer is used between the communication layer, or security layer depending of the usage of the 
security layer. For safety certification reasons, the security layer is part of the safety layer’s black channel. With-
in the proposed framework, safety and security layers can be utilized independent of each other and are de-
ployed based on the current requirements. The presented solution addresses several other important aspects 
such that engineering efficiency, transparency, possibilities for retrofitting, coexistence with international stand-
ards in order to protect the return-of-investment of products, systems, and installed base within the area of pro-
cess automation. Field trials show that several improvements of wireless sensor networks with respect to de-
terminism in both the uplink and the downlink are needed. This is not only true when it comes to the research 
problems addressed within the scope of this thesis, but rather a necessity for market acceptance and deploy-
ment in process automation in general. The major contribution of this thesis is a method that enables end-to-end 
safe and secure communication in heterogeneous automation networks without major changes in existing 
standards, while preserving engineering and integration efficiency. 

                                                      
32

  The principle of the black channel simplifies the overall safety certification process, as the standard transmission system does not have to 
be part of the safety certification. 
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Figure 54: Standardized safety profiles 
(Åkerberg, 2011) 

 

Figure 55: Proposed framework for safe and secure communication 
(Åkerberg, 2011) 

 

(De Saqui-Sannes, et al., 2011) presents an overview of the Automated Verification of reAl Time softwARe 
(AVATAR) language, and the open-source TURTLE Tool (TTool). AVATAR is derived from SysML and enriched 
with the TEmporal Property Expression (TEPE) language. AVATAR allows for the expression of safety and se-
curity properties. Its formal semantics are translated to timed automata (for safety properties) and pi-calculus 
(for security properties) to allow for formal proofs. The TTool provides a user-friendly interface to edit the system 
models and interface with UPPAAL, ProVerif and the C Posix code generator. The features are illustrated on a 
simple case study. See also (Knorreck, et al., 2010), (Pedroza, et al., 2011) and (Apvrille, et al., 2014). 

 

(Gerhold, 2011) presents the results of a qualitative Delphi study performed in the scope of a Research Forum 
on Public Safety and Security (Freie Universität Berlin, Institut für Informatik, 2009). The achieved results supply 
an image of German research on safety and security from the perspective of all relevant disciplines, i.e. the 
scope of the publication is much larger than the topic of safety and security-critical software-intensive systems 
co-engineering addressed herein. Based on developments relevant for safety and security and exemplary re-
search topics, challenges are defined for the future of research on safety and security (cf. Figure 56). In this 
context, this contribution deals with the question of using different definitions of the term, alignment of research 
for different recipients and use of different research strategies and methods. One important conclusion that is 
relevant for our current study is that, according to the author, research on safety and security needs to open up 
to a terminology discourse that will be able to productively link and expand the difference between the perspec-
tives of research on safety and security in the sense of absence of danger and in the sense of coping with un-
certainty. 

 

 

Figure 56: Challenges of Future Research on Safety and Security in Germany (Gerhold, 2011) 

 

(Goertzel, et al., 2011) discusses the safety hazards that can arise in safety-critical component-based software-
intensive systems (also known as “software-reliant systems”) such as weapons systems, as well as the security 
risks that can result in safety mishaps (i.e., “safety-impacting security”). The report also discusses assessment 
and analysis techniques that can be used to pinpoint and assess such hazards and risks, and architectural en-
gineering countermeasures that can be used mitigate those that cannot be avoided or eliminated. Specifically, 
the paper discusses: (i) the types of anomalous, unsafe, and non-secure behaviours that can emerge when 
components interact in component-based systems; (ii) analysis and assessment techniques that can be used to 
predict where and how such anomalous behaviours are likely to occur; (iii) architectural engineering counter-
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measures that can be used by the system’s developer to either prevent such behaviours or to contain and min-
imize their impact, thereby mitigating the risk they pose to the safe and secure operation of the system. 

 

(Johnson, 2011) recalls that the latest generation of augmented Global Navigation Satellite Systems (GNSS) 
has been approved for use in safety-related applications, but a range of organisations, including the UK Ministry 
of Defence, have raised concerns about its increasing vulnerability to attacks. As a response, the author pro-
poses the integration of security concerns into safety cases to sketch the potential consequences of a malicious 
attack on an underlying Satellite Based Augmentation Systems (SBAS). A key benefit of the approach is that 
the safety case provides a means of collating the diverse sources of evidence from design, testing and analysis. 
However, this evidence must be derived using other tools and techniques. It is for this reason that the paper 
also presents a means of analysing the more detailed interactions between the security and safety of GNSS. In 
particular, the author shows how Boolean Driven Markov Processes (BDMP) help to avoid some of the state 
explosion limitations of conventional Markov techniques using extensions to the well-known Fault Tree notation. 

 

 

Figure 57: Integrating Security Threats to GNSS Architectures within GSN Safety Arguments (Johnson, 2011) 

 

(Mc Guire, 2011) starts by recalling that security has 
traditionally been excluded from functional safety

33
 

considerations, but safety by secrecy is now recog-
nised as one of the most critical systematic faults of 
the safety community. The author shows that things as 
starting to change, illustrating the point on the contro-
versial introduction of security considerations in (S + 
IEC 61508, 2010). The paper then lists and discusses 
some mature security methods, used in open-source 
operating system software, and that can help with re-
spect to safety issues, because still poorly used by the 
safety community: address space randomization, 
stack/heap randomization, Instruction Set Randomiza-

 

Figure 58: S + IEC 61508 security model for segregation 

                                                      
33

  Functional safety is the part of the overall safety that depends on a system or equipment operating correctly in response to its inputs, incl. 
the safe management of likely operator errors, hardware failures and environmental changes. 
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tion (ISR), isolation enhancements, etc. (Mc Guire, 2011) 

 

(Pedroza, et al., 2011) recalls that critical embedded systems are now commonly distributed, thus exposing their 
communication links to attackers. The design of those systems therefore needs to handle new security threats 
whilst maintaining a high level of safety. To address that issue, the paper introduces a SysML-based environ-
ment named AVATAR. AVATAR can capture both safety and security related elements in the same SysML 
model, and provides means for their verification, at the push of a button. Safety and security requirements are 
expressed in terms of SysML requirement diagrams, whereas the static and the behavioural aspects of the sys-
tem are represented with block and state machine diagrams respectively. Safety properties are further refined 
within parametric diagrams, and security properties are described within specific pragmas of block diagrams. 
With respect to standard SysML, AVATAR offers a number of new features to cope with security modelling 
specificities such as: (i) modelling initial shared knowledge, through the use of pragmas; (ii) independence of the 
attacker model from the system model, through the use of public broadcast channels between blocks that can 
be listened up by an attacker and an implicit Dolev-Yao

34
 attacker model (Dolev, et al., 1983); (iii) modelling of 

security properties, again through the use of pragmas.  AVATAR also offers a library of typical security func-
tions, such as cryptographic functions, for fast modelling. Finally, safety and security proofs are accomplished 
by first transforming the SysML model to domain specific languages: UPPAAL for safety proofs, and ProVerif for 
security proofs. Modelling features and translators are implemented in TTool, an open-source UML toolkit. The 
applicability of the approach is highlighted with a realistic embedded automotive system taken from the EVITA 
project (EVITA, 2011). This paper covers security issues only. The modelling and verification of safety proper-
ties in AVATAR is introduced in (Knorreck, et al., 2010). 

 

 

Figure 59: SysML block diagram showing initial shared knowledge, confidentiality and authenticity properties, and 
classical cryptographic functions (Pedroza, et al., 2011) 

 

(Axelrod, 2012) offers a broad and detailed understanding of software systems engineering from both security 
and safety perspectives. Addressing the overarching issues related to safeguarding public data and intellectual 
property, the book defines such terms as systems engineering, software engineering, security, and safety as 
precisely as possible, making clear the many distinctions, commonalities, and interdependencies among various 
disciplines. It explores the various approaches to risk and the generation and analysis of appropriate metrics. 
The book explains how processes relevant to the creation and operation of software systems should be deter-
mined and improved, how projects should be managed, and how products can be assured. The author explains 
the importance of integrating safety and security into the development life-cycle. Additionally, this practical vol-
ume helps identify what motivators and deterrents can be put in place in order to implement the methods that 
have been recommended. 

 

(Banerjee, et al., 2012) recalls that cyber-physical systems (CPSs) couple their cyber and physical parts to pro-
vide mission-critical services. Their operation needs to ensure three key properties, collectively referred to as 
S3: (i) safety: avoidance of hazards; (ii) security: assurance of integrity, authenticity, and confidentiality of infor-
mation; and (iii) sustainability: maintenance of long-term operation of CPSs using green sources of energy. En-
suring S3 properties in a CPS is a challenging task given the spatiotemporal dynamics of the underlying physi-
cal environment. In this paper, the formal underpinnings of recent CPS S3 solutions are aligned together in a 
theoretical framework for cyber-physical interactions, empowering CPS researchers to systematically design 
solutions for ensuring safety, security, or sustainability (cf. Figure 60). The general applicability of this frame-
work is demonstrated with various exemplar solutions for S3 in diverse CPS domains. Further, insights are pro-
vided on some of the open research problems for ensuring S3 in CPSs. 

 

                                                      
34

 The Dolev–Yao model is a formal model used to prove properties of interactive cryptographic protocols [Wikipedia]. 
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Figure 60: Abstract modelling framework for CPS, global CPS (Banerjee, et al., 2012) 

 

(Bieber, et al., 2012) builds upon (EUROCAE ED-202, 2010) and (Altran Praxis, 2006), focusing exclusively on 
security for safety in the aviation domain. The authors start by referencing relevant standards and organise 
them according to their applicability to different engineering activities at system or item level (cf. Figure 61). 
Then a development assurance process framework is proposed, in which processes are organised in 3 groups: 
risk assessment, assurance-effectiveness and assurance correctness. The activities of each process are im-
plemented using assurance activities already existing in the aforementioned standards. The authors recognise 
that some concepts / terms slightly differ between the two engineering specialties, but the authors believe that 
the chances are high that a natural convergence will occur in time if the processes are correctly synchronised. 

 

 

Figure 61: Relevant existing processes for the SEISES programme (Bieber, et al., 2012) 

 

In the context of the French collaborative SEISES project (SEISES, 2008), (Blanquart, et al., 2012) proposes, as 
prerequisite to the definition of a security for safety engineering process, a comparative analysis of the notions 
of safety levels and security levels as defined, under various names, by the relevant standards, in particular 
(ISO/IEC 27005, 2011), (SAE ARP 4754A, 2010) / (EUROCAE ED-79A, 2010), (EUROCAE ED-202, 2010), 
(ECSS-Q-ST-30C, 2009), (ECSS-Q-ST-40C, 2009), (ECSS-Q-ST-80C, 2009), (RTCA DO-178B, 1992) / 
(EUROCAE ED-12B, 1992), and Common Criteria (ISO/IEC 15408-1, 2009). After recalling some standard defi-
nitions, the authors propose a mapping between the ED-202 security levels (cf. Figure 62) and the Common 
Criteria Evaluation Assurance Levels (EAL), cf. Figure 63. The authors conclude on a discussion of what could 
be a security for safety level. 
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Figure 62: Security level classification (EUROCAE ED-202, 2010) / 
(RTCA DO-326, 2010) 

 

Figure 63: A possible SL / EAL mapping 
(Blanquart, et al., 2012) 

 

In the scope of the (SeSaMo, 2012) project, (Bloomfield, et al., 2012) reports on the results of a security analy-
sis of the European Railway Traffic Management System (ERTMS) specifications. ERTMS is designed to be 
fail-safe and the general philosophy of ‘if in doubt, stop the train’ makes it difficult to engineer a train accident. 
However, it is possible to exploit the fail-safe behaviour of ERTMS and create a situation that causes a train to 
halt. Thus, denial of service attacks are possible, and could be launched at a time and place of the attacker’s 
choosing, perhaps designed to cause maximum disruption or passenger discomfort. According to the authors, 
causing an accident is more difficult, but not impossible. 

 

(Bock, et al., 2012) recalls that some recent incidents have shown that the vulnerability of IT systems in railway 
automation has been possibly underestimated so far, and that due to several trends, such as the use of com-
mercial IT and communication systems or privatization, the threat potential could increase in the near future. 
However, up to now, no harmonized IT security requirements for railway automation exist. This paper defines a 
reference communication architecture which aims at separating IT security and safety requirements as well as 
certification processes as far as possible, and discusses the threats and IT security objectives including typical 
assumptions in the railway domain. Finally examples of IT security requirements are stated and discussed 
based on the approach advocated in the Common Criteria (ISO/IEC 15408-1, 2009), in the form of a protection 
profile. See also (Braband, 2014a). 

 

(Casals, et al., 2012) gives a set of characteristics for a security risk assessment methodology to be used in the 
early design of safety-critical airborne systems. This paper is particularly relevant with regard to (EUROCAE 
ED-202, 2010) standard and the upcoming (EUROCAE ED-203, 2012)

35
 draft standard. The discussion is illus-

trated on a Weight and Balance (WBA) function that ensures 3D stability control of aircraft gravity centre. 

 

 

Figure 64: Top-down approach threat scenario identification: from feared event to potential causes (Casals, et al., 
2012) 

 

(Chapon, et al., 2012) recognises the need to orchestrate safety and security engineering for complex systems. 
The authors propose a common ontology for a small number of safety and security concepts, and discuss some 
co-engineering techniques, with a focus on Boolean logic Driven Markov Process (BDMP) and SysML exten-
sions. For the approaches, a partition is proposed between formal methods to address known and controlled 
risks (e.g. internal system faults, script kiddies), and in-depth defence, to address unknown or uncontrolled risks 
(e.g. causes external to the system, 0-day threats). 

 

                                                      
35

 The Radio Technical Commission for Aeronautics draft counterpart was known as DO-YY3. It is now published as (RTCA DO-356, 2014). 
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The mission of the EURO-MILS project (EURO-MILS EC FP7 Project, 2012) is to develop a solution for virtuali-
sation of heterogeneous resources and provide strong guarantees for isolation of resources by means of Com-
mon Criteria certification with usage of formal methods. The project aims at providing trustworthiness by design 
and high assurance based on the Multiple Independent Levels of Security (MILS) approach. MILS is a high-
assurance security architecture based on the concepts of separation and controlled information flow.  

 

(Johnson, 2012) starts by recalling that common software components are gradually being integrated across 
many safety-critical infrastructures, creating significant security concerns across many industries, and in particu-
lar Air Traffic Management (ATM). The paper presents a roadmap for increasing resilience to future Cyber-
Safety attacks (cf. Figure 65). The author states that we must raise awareness about the potential threats to 
safety-related systems amongst regulators and senior management, pointing out that without greater strategic 
leadership there is a danger that Air Navigation Service Providers (ANSPs) will continue to respond to security 
breaches in a piecemeal way that leaves major vulnerabilities in underlying infrastructures. Because ANSPs 

continue to ignore the “insider threat” and lack the expertise either to diagnose or resolve potential attacks, se-
cond element of the roadmap focuses on improved screening, competency assessment and training for engi-
neering staff. Other areas for action include the use of drills and exercises to support team resource manage-
ment in the aftermath of an attack. The final element of the roadmap proposes a new generation of tools that 
use lessons learnt from previous attacks together with the insights from drills and exercises to assess the risks 
of future cyber-attacks. 

 

 

Figure 65: A roadmap for cyber-safety engineering (Johnson, 2012) 

 

(Kleidermacher, et al., 2012) provides: (i) a broad understanding of security principles, concerns, and technolo-
gies, (ii) proven techniques for the efficient development of safe and secure embedded software, (iii) a study of 
the system architectures, operating systems and hypervisors, networking, storage, and cryptographic issues 
that must be considered when designing secure embedded systems, and (iv) nuggets of practical advice and 
numerous case studies throughout. It is difficult to summarize this extensive book (418 pages) in just a few lines 
herein. We just wish to highlight the detailed descriptions given of the MILS virtualisation technique (cf. Figure 
66), which supports a layered approach to security, by offering a small OS microkernel that implements a limited 
set of critical functional security policies, including: data isolation, information flow control, damage limitation and 
periods processing. The author also propose a Trustworthy Embedded Transaction Architecture (cf. Figure 66), 
based on the MILS technology, in which virtualization is used to host two critical security subsystems that run in 
a separate virtual machines or within a native microkernel process (if applicable). The first subsystem, i.e. the 
communications server, provides a trustworthy communications connection between the embedded system and 
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the remote device / server. The second subsystem, i.e. the transaction verifier, provides a trusted verification 
interface for the client. 

 

    

Figure 66: MILS virtualisation technique [left] and trustworthy embedded transaction architecture [right] 
(Kleidermacher, et al., 2012) 

 

(Monakova, et al., 2012) presents a tool-supported framework that extends modelling and execution of business 
processes with specification, execution and monitoring of the security and safety constraints that are used to 
protect business assets. Overall, this transfers the well-known model-driven software development paradigm to 
workflow management systems that can execute the abstract process models directly. The approach is illustrat-
ed by a supply chain for perishable goods case study. The prototype is based on the Windows Workflow Foun-
dations, and has been showcased at various trade fairs and received positive feedback from the different parties 
involved in such supply chains. The authors found that even a non IT audience easily understands the visualiza-
tion of security constraints (e.g., a signature symbol on a purchase order) as well as safety constraints (e.g., a 
temperature symbol on the purchased good). Future work includes specification of the reactive actions that 
must be taken when a violation occurs. 

 

 

Figure 67: Conceptual model (Monakova, et al., 2012) 

 

(Müller, et al., 2012a) recalls that software architectures in the aerospace domain are becoming more and more 
integrated and interconnected for functional and architectural reasons (Integrated Modular Avionics, IMA), which 
exacerbates potential security problems of avionic software. As a consequence, security considerations are 
gaining importance for the general airworthiness of modern aircraft, and proper security assurance requires 
increasing effort. In this paper, the authors report on-going work in the SeSaM research project. They propose 
to leverage modularity as a key to obtain more secure software and higher assurance of this claimed security 
with reasonable effort. Using Multiple Independent Levels of Security (MILS), the authors present a case study 
on how an application can be systematically designed, secured, and proven secure by adopting a composite 
evaluation approach reflecting the modular system architecture. More specifically, the authors employ a separa-
tion kernel as the foundation for a security-critical application (cf. Figure 68), and investigate how a security 
evaluation can be achieved systematically and with reduced effort if the underlying kernel and dependent appli-
cation independently is evaluated before joining these partial results to obtain an overall evaluation verdict. 
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Thus, the authors illustrate how a compositional approach may ease security design and security assurance of 
IMA architectures. 

 

 

Figure 68: Gateway Software Architecture (Müller, et al., 2012a) (Müller, et al., 2012b) 

 

(Müller, et al., 2012b) presents and discusses their third specification and implementation of a security gateway 
integrated into an avionics architecture. The gateway specifications include six major requirements: (i) content-
based flow control; (ii) separation of duty; (iii) strict unidirectional data flow between two domains; (iv) generic 
interface for filter implementations; (v) real-time capability; and (vi) audit support. The gateway design is split 
into two partitions: outbound and inbound (cf. Figure 69); these partitions belong to different security domains 
and are connected via a unidirectional OS-provided communication channel. The outbound partition of the 
gateway is used to prevent leaking of data from the given security domain. The inbound partition is used to pro-
tect the system from possibly malicious input from the outside. Each partition comprises 3 to 4 modules. The 
paper describes the role and architecture of each module in detail. For example, the outbound viewer module 
implements the filtering functionality, i.e. it checks the packet regarding the defined egress security policy of the 
associated domain. This module iterates a packet over all available protocol filters. Each filter starts by checking 
the packet validity. If the packet is valid, the filter runs its security checks based on predefined rules and re-
sponds whether the packet is allowed or denied to leave the security domain. If a packet passes all filters, then 
it is allowed to leave the security domain and be transferred to the border-crossing module. Otherwise, the 
packet is dropped. The gateway implementation is responsible for documenting the final decision. The filter can 
provide additional information for audit entry. The authors point out that one covert channel remains, but it was 
decided that this was acceptable with respect to Worst Case Execution Time (WCET) safety requirements. 
More technical details related to the performance of input/outputs can be found in (Müller, et al., 2014). 

 

 

Figure 69: Gateway modules (Müller, et al., 2012b) 

 

(Paulitsch, et al., 2012) starts by recalling that, in the aerospace domain, security concerns of safety-critical sys-
tems increase due to interconnections of systems. The paper outlines future security requirements in avionics 
and issues in assessing the reliability of software from the safety and security perspective. The authors claim 
that quantitative work on software reliability has focused on requirements-to-code translation (cf. Figure 70), 
whilst software security has focused more on requirements correctness, and thus that future work must take 
advantage of results from both the security and safety areas. 
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Figure 70: Overview of safety-related development assurance in aerospace (Paulitsch, et al., 2012) 

 

Building on (Sindre, 2007) and (Stålhane, et al., 2008), (Raspotnig, et al., 2012a) proposes to adapt the securi-
ty-related Misuse Sequence Diagrams to support failure analysis. The resulting technique, called Failure Se-
quence Diagrams (FSD) is used to support Failure Mode and Effect Analysis (FMEA), for the mutual benefit of 
both specialties (cf. Figure 71). 

 

 

Figure 71: Example of FSD usage (Raspotnig, et al., 2012a) 

 

(Raspotnig, et al., 2012b) proposes a unified process for the elicitation and analysis of safety and security re-
quirements, called the Combined Harm Assessment for Safety and Security of Information Systems (CHASSIS) 
method. It combines safety and security modelling techniques with the aim of transferring their best characteris-
tics and aligning them in a beneficial way. The method is thoroughly illustrated on an Air Traffic Management 
Remote Tower example. After further validation exercises, the process was enhanced in (Raspotnig, et al., 
2013b), (Raspotnig, 2014) – cf. Figure 100. In (Raspotnig, et al., 2013b), a conceptual model for safety and se-
curity is proposed (cf. Figure 72). 
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Figure 72: The conceptual model for safety and security (Raspotnig, et al., 2013b) 

 

(Reichenbach, et al., 2012) proposes an approach for combining safety analysis with security analysis by con-
sidering the Safety Integrity Levels (SIL) of (S + IEC 61508, 2010) as an extension of the Threat Vulnerability 
and Risk Assessment (TVRA) method. In this method, risk likelihood is calculated based on the attack potential 
value, which is calculated using the factors Time, Expertise, Knowledge, Opportunity, and Equipment, whilst the 
risk impact is calculated from the asset impact value and the attack intensity value. The paper proposes to ex-
tend the impact calculation by including the SIL (cf. Figure 73). The spirit of the approach is similar to the one 
proposed in (Gutgarts, et al., 2010). 

 

 

Figure 73: Adding SIL in TRVA, for impact calculation (Reichenbach, et al., 2012) 

 

(Sadvandi, et al., 2012) recalls the existence, nature and impacts of safety-security interdependencies in com-
plex systems, promoting the idea that System Engineering (SE) tools and methodologies may help to master 
them. Echoing (Chapon, et al., 2012), the authors propose a safety and security integrated paradigm in which: 
(a) formal risk assessment frameworks may be used to cover both safety and security known threats; and (b) 
defence in-depth may help to mitigate both safety and security hardly-predictable risks (cf. Figure 74). The pa-
per lists some issues with respect to this proposed harmonizing of safety and security engineering processes in 
terms of their respective ontologies, processes, standards, tools, industrial organisation, etc. 

 

 

Figure 74: Safety and security integrated paradigm (Sadvandi, et al., 2012) 
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The SeSaMo project (SeSaMo, 2012) addresses the root causes of problems arising with convergence of safety 
and security in embedded systems at architectural level, where subtle and poorly understood interactions be-
tween functional safety and security mechanisms impede system definition, development, certification, and ac-
creditation procedures and standards. The project proposes to develop a component-oriented design methodol-
ogy based upon model-driven technology, jointly addressing safety and security aspects and their interrelation 
for networked embedded systems in multiple domains (e.g., avionics, transportation, industrial control). Key 
elements of the SeSaMo approach are: (i) a methodology to reduce interdependencies between safety and se-
curity mechanisms and to jointly ensure their properties; (ii) constructive elements for the implementation of safe 
and secure systems, cf. Figure 75; (iii) procedures for integrated analysis of safety and security; (iv) an overall 
design methodology and tool-chain utilizing the constructive elements and integrated analysis procedures to 
ensure that safety and security are intrinsic characteristics of the system. 

 

 

 

Figure 75: Overview of building blocks (SeSaMo, 2012) 

 

Based on the lessons learnt from the Stuxnet malware, (Aoyama, et al., 2013) proposes a novel framework 
tackling plant safety and security from a more comprehensive point of view, i.e. including obviously computer 
security, but also plant availability and robustness. The presented methodology allows one to understand how 
unsafe activities and cyber-attacks may propagate throughout a plant system and affect the physical side of the 
plant. 

 

(Axelrod, 2013b) and (Axelrod, 2013c) start by recalling that cyber-attacks on safety-critical systems are big 
news nowadays, but little action is yet visible, possibly because the backgrounds, training and experience of 
InfoSec professionals and software engineers have resulted in very different cultures and approaches to system 
design, development, testing and implementation (see also §5). The author proposes examples to raise atten-
tion, and models to help understand what actually happens when something bad occurs to security-critical and 
safety-critical systems (cf. Figure 76). He concludes by a roadmap which includes: (i) the need to develop indi-
viduals who have deep expertise in both security-critical and safety-critical software systems; the need to set up 
mechanisms so that security and safety information can be shared among those tasked with protecting and 
supporting critical systems; (iii) the need to include security and safety professionals at each step in the System 
Development Lifecycle (SDLC), particularly in the requirements phase, and give them the authority to include 
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their needs and be able to ensure that their requirements are met effectively, with a particular focus on verifica-
tion and validation of security-critical systems, functional security testing and built-in creation of security data (iv) 
the need to assign some responsibility and to enforce requirements through law and / or regulation. 

 

    

 (a)  (b) 

Figure 76: Securing information systems and making software systems safe (Axelrod, 2013b) 

 

(Bezzateev, et al., 2013) starts by recalling that there is no concerted method to develop safe and secure sys-
tems by using actual safety and security standards. The paper analyses the safety standards of the European 
Train Control System (ETCS), showing that there is no consideration of security hazards. The authors suggest 
taking into account security hazards during the standard fault tree analyses. The security hazards for the Euro-
balise

36
 part of ETCS are defined, and the corresponding safety-security fault tree example is built. Results of 

numerical calculations of safety with security show that the total level of system safety is increased. 

 

(Czerny, 2013) starts by recalling that today's vehicles contain a number of safety-critical systems designed to 
help improve overall vehicle safety. Such systems may control vital vehicle functions such as steering, braking 
and/or propulsion independently of the driver. In today's vehicles, much emphasis has been placed on helping 
ensure that these safety-critical vehicle systems operate as intended. Applying rigorous system safety engineer-
ing principles in developing these safety-critical automotive systems helps ensure that they operate as desired 
and expected. Less emphasis has been placed to-date on helping ensure cyber-security of cyber-physical au-
tomotive systems. However, this is changing as both the world and the automotive industry become more aware 
of the potential ramifications of cyber-attacks on vehicles. As with system safety, applying a rigorous system 
security engineering process to the development of cyber-physical automotive systems is beneficial and will 
help reduce the likelihood of successful attacks on vehicles. System security and system safety interact with 
one another and cannot be considered in isolation. However, there are also differences between system securi-
ty and system safety that require unique engineering activities to be performed to address these unique as-
pects. This paper describes some of the differences and similarities between system security and system safe-
ty, between safety-critical systems and security-critical systems, and between system safety and system securi-
ty engineering, and presents a system security engineering process for applying to cyber-physical automotive 
systems that is based on the ISO 26262

37
 process framework. 

 

                                                      
36

 An electronic beacon or transponder placed between the rails of a railway as part of an Automatic Train Protection system. 
37

  See (ISO 26262-1, 2011) (ISO 26262-2, 2011) (ISO 26262-3, 2011) (ISO 26262-4, 2011) (ISO 26262-5, 2011) (ISO 26262-6, 2011) (ISO 
26262-7, 2011) (ISO 26262-8, 2011) (ISO 26262-9, 2011), and (ISO 26262-10, 2012). 
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(Fisher, 2013) presents some highlights of the Defense Advanced 
Research Project Agency (DARPA

38
) Information Innovation Office 

(I2O
39

) High-Assurance Cyber Military Systems (HACMS) pro-
gramme. The goal of the HACMS programme is to create technology 
for the construction of high-assurance cyber-physical systems, where 
high assurance is defined to mean functionally correct and satisfying 
appropriate safety and security properties.  For the programme man-
ager, achieving this goal requires a fundamentally different approach 
from what the software community has taken to date.  Consequently, 
HACMS has adopted a clean-slate based on: (i) model-based de-
sign; (ii) program synthesis; (iii) security- and safety-aware composi-
tion; and (iv) simplex-based architectures (cf. Figure 106 on page 
81). In addition to generating code, the HACMS synthesizer is capa-
ble of producing a machine-checkable proof that the generated code 
satisfies functional specifications as well as security and safety poli-
cies (cf. Figure 77).  A key technical challenge is the development of 
techniques to ensure that such proofs are composable, allowing the 
construction of high-assurance systems out of high-assurance com-
ponents. The work is illustrated on a quadcopter test case. 

 

Figure 77: Program synthesis (Fisher, 
2013) 

Key HACMS technologies include interactive software synthesis systems, verification tools such as theorem 
provers and model checkers, and specification languages.  For the project participants, recent fundamental ad-
vances in the formal methods community, including advances in satisfiability (SAT) and satisfiability modulo 
theories (SMT) solvers, separation logic, theorem provers, model checkers, domain-specific languages and 
code synthesis engines suggest that this approach is feasible.  If successful, HACMS will produce a set of pub-
licly available tools (DARPA I2O HACMS, 2014) integrated into a high-assurance software workbench, which 
will be widely distributed for use in both the commercial and defence software sectors.  HACMS intends to use 
these tools to: (1) generate open-source, high-assurance, and operating system and control system compo-
nents; and (2) use these components to construct high-assurance military vehicles.  HACMS will likely transition 
its technology to both the defence and commercial communities.  For the defence sector, HACMS will enable 
high-assurance military systems ranging from unmanned vehicles, to weapons systems, satellites, and com-
mand and control devices. 

 

(Garavel, et al., 2013) is the result of a study initiated at the BSI (Bundesamt für Sicherheit in der Infor-
mationstechnik), the German Federal Office for Information Security. The main motivation behind the study was 
to obtain a state-of-the-art account on formal methods used in academia, industry, and governmental institutions 
in charge of certifying information technology products, and to infer where and how formal methods can be de-
ployed to improve over current development practices. The report presents a comprehensive (with over 100 
pages of references) but yet non-exhaustiveness picture of the situation, in which the different approaches to 
formal methods are organized into a systematic framework and compared with each other. The authors recall 
that there are different approaches to guaranteeing the quality of software-intensive systems: 

 organizational approaches, i.e. processes, methods & standards, essentially focusing on the design pro-
cesses, and 

 technical approaches, essentially focusing on the assessment of the final product, e.g. testing. 

The first class of approaches provides quality assurance, the second class, quality control. The combination of 
both usually allows for high quality software / systems. For safety- or mission-critical systems, the authors 
demonstrate that it is necessary and even cost-effective to track down as many of the remaining issues as pos-
sible before operation. To this end, formal methods can be used as a punctual complement to address known 
and controlled risks

40
. A specific effort was made to position formal methods with respect to conventional meth-

odologies used in industry. 

 

(Katta, et al., 2013a) extends the Combined Harm Assessment for Safety and Security of Information Systems 
(CHASSIS) framework, cf. (Raspotnig, et al., 2012b), with a requirements traceability capability. The approach 
builds upon the Safety Traceability Approach (SaTrAp) (Katta, et al., 2013b), extending it to security-related 
artefacts (cf. Figure 78). The approach constitutes a process model defining what type of artefacts are generat-
ed during development and assessment activities, what type of relations between the artefacts should be cap-

                                                      
38

  DARPA is an agency of the U.S. Department of Defense responsible for the development of new technologies for use by the military. 
39

  I2O aims to ensure U.S. technological superiority in all areas where information can provide a decisive military advantage. It is one of the 
seven DARPA programme offices. 

40
  Thus excluding unknown or uncontrolled risks (e.g. 0-day threats), for which in-depth defence remains the only viable approach.  
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tured, and how to extract traces. It is illustrated on a small part of on an Air Traffic Management Remote Tower 
example. 

 

 

Figure 78: Traceability-process model with CHASSIS artefacts, relations & coverage (Katta, et al., 2013a) 

 

(Kornecki, et al., 2013a) presents a practical case of Fault Tree Analysis (FTA) application for safety and securi-
ty requirements engineering in the aviation domain, and more precisely on a gateway software ensuring two-
way communications and data storage between simulation systems used in the scope of the American Next 
Generation Air Traffic Management system (NextGen). A safety and security requirements engineering process 
(cf. Figure 79) is proposed and results are exposed. 
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Figure 79: Safety/security requirements engineering process (Kornecki, et al., 2013a) 

 

(Kornecki, et al., 2013b) discusses mutual relationships of safety and security properties in cyber-physical sys-
tems (CPS). The authors compare the traditional non-functional requirement (NFR) approach with a new Bayes-
ian Belief Network (BBN) approach, which can be used when the factors related to the safety and security of the 
CPS are assumed to be randomly distributed. It is recalled that the NFR approach is a goal-oriented technique 
that can be applied to determine the extent to which specific objectives are achieved by a design. It uses a well-
defined ontology that includes soft goals, contributions, and propagation rules. The approach relies on a qualita-
tive assessment based on the concept of the contribution “satisficing” positively or negatively the soft goals. In 
contrast, the BBN approach uses likelihood estimates of a system’s configuration to evaluate quantitatively the 
achievement or denial of safety and security of CPS; likelihood estimates can include failure rates of system 
components and connections or could be likelihood of incidents impacting safety and security. An obvious chal-
lenge is to identify not only the likelihoods of events at specific nodes representing the system components but 
also the initial likelihoods of dependency relations between them (cf. Figure 80). The authors conclude that both 
these techniques can be used in a complementary manner to iteratively reassess safety and security of cyber-
physical systems. 

 

 

Figure 80: Dependency relations for the Security node of the BBN (Kornecki, et al., 2013b) 

 

(Kriaa, et al., 2013) marks a turning point in this state of the art. This paper does not advocate safety and securi-
ty co-engineering by bringing together techniques from the two communities, but compares two already estab-
lished approaches to safety and security co-engineering, namely the Combined Harm Assessment for Safety 
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and Security of Information Systems (CHASSIS) method (Raspotnig, et al., 2013b), and the Boolean logic Driv-
en Markov Process (BDMP) technique (Piètre-Cambacédès, et al., 2010). Results of the comparison tend to 
show that the ultimate approach to co-engineering has not yet been found, since both approaches were found to 
complement each other. 

 

(Mattila, 2013) addresses the different views on defining safety, security and social responsibility, and thus con-
tributes to clarifying the relations between these terms. 

 

 

Figure 81: Conceptual layers (Mattila, 2013) 

 

Safety and security are both needed for ensuring that cyber-physical systems live up to expectations, but often 
an intelligent trade-off is called for, because sometimes it is impossible to obtain optimal safety at the same time 
as optimal security. In the context of the Quality Calculus, (Nielson, et al., 2013) develops a type system for 
checking the extent to which safety and security goals have been met. Safety goals include showing that certain 
error configurations are in fact not reachable and hence do not require intelligent error handling. Security goals 
include showing that highly trusted communications can only be performed in highly trusted contexts. According 
to the authors, this is potentially too demanding and the Quality Calculus is therefore extended with a primitive 
for endorsing data to a higher trust level (accepting violations of the explicit flow) and for temporarily asserting a 
higher trust in the context (accepting violations of the implicit flow). 

 

(Piètre-Cambacedes, et al., 2013) gives a comprehensive view of methods, models, tools and techniques that 
have been created in safety engineering and transposed to security engineering, or vice versa. Since the con-
cepts of safety and security can somewhat vary according to the context, the first section of the paper deals with 
the scope and definitions that will be used in the sequel. The similarities and differences between the two do-
mains are analysed. A careful screening of the literature (this paper contains 201 references) made it possible 
to identify cross-fertilizations in various fields such as architectural concepts (e.g. defence in depth, security or 
safety kernels), graphical formalisms (e.g. attack trees), structured risk analyses or fault tolerance and preven-
tion techniques. 
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Figure 82: An overall vision of existing cross-fertilizations between safety and security engineering tools and meth-
odologies (Piètre-Cambacedes, et al., 2013) 

 

(Pietre-Cambacedes, et al., 2013b) provides an overview of the work of the International Electrotechnical Com-
mittee (IEC) on the development of a series of standards dealing with the cyber security of nuclear power plant 
instrumentation and control systems. In particular, the status and content of the first, top level future document 
of the series, (IEC 62645, 2014), is described. The draft version of (IEC 62859, 2015), dealing with the coordi-
nation between safety and cyber security aspects, is also presented. Future work and perspectives associated 
with this new series of standards are finally discussed. 

 

(Raspotnig, et al., 2013a) provides an extensive (50 pages) review of risk identification techniques for safety 
and security requirements. The added-value of the article is that it proposes an assessment framework. All 
techniques are assessed against the selected criteria to obtain knowledge on strengths and weaknesses of the 
different techniques in both the safety and security fields, and suggestions are provided to mutually enhance 
their efficiency.  

 

(Roth, et al., 2013) proposes State/Event Fault Trees (SEFTs) for modelling and analysing the safety and the 
security aspects of cyber-physical systems (CPSs) in a common model. SEFTs make it possible to model de-
terministic state spaces and probabilistic failure behaviour with the visualization power of original Fault Trees 
(FTs). SEFTs provide a component concept where components (I) can communicate with each other and failure 
propagation is facilitated with in-ports (II) and out-ports (III). In SEFTs, the temporal dependencies are modelled 
within the components by the use of state charts, where the state changes can be triggered by exponentially 
distributed probabilistic events (IV), deterministic events (V) and triggered events (VI). These triggered events 
can be seen as externally controlled transitions. All events can be guarded by states (VII). This means that a 
guarded event is only able to fire if the connected state is active. States and events have to be connected by 
using so called temporal connections (VIII). In contrast, causal dependencies of the component's states and 
events are modelled, as typical in fault trees, with gates (IX) using causal connections(X), cf. Figure 83. The 
authors introduce SEFT models for basic vulnerabilities including denial of service (of message exchanges and 
of a component), spoofing, bypassing and reprogramming, and then propose an attack component, represent-
ing the cyber-physical attacker, nested in the system's environment and connected via ports to the system's 
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vulnerabilities. Such an attacker can execute various attack steps to reach his goal. The model allows for attack 
steps as subcomponents of the attack component which can be connected to each other through event ports to 
build logical attack queues, thus reducing the risk of getting lost in an over-detailed attack model. An important 
advantage of the above introduced method is that SEFTs can analyse stochastically dependent events. 

 

 

Figure 83: (a) SEFT modelling elements, and (b) Reactor modelled as a SEFT (Roth, et al., 2013) 

 

(Rowe, 2013) starts by recalling that the increase of loadable software parts in Boeing aircraft (cf. Figure 84) 
brought the FAA to publish Special Conditions for aircraft network security (25-356-SC, 2008), (25-357-SC, 
2007). To meet these special conditions, Boeing published the 787 Airplane Network Security Operator Guid-
ance (ANSOG), which the FAA approved. The ANSOG contains requirements, e.g. keeping of security logs, 
and security recommendations, e.g. controlling access to wireless networks. Likewise, for the A380, Airbus in-
cludes “Aircraft Information System Security” guidance in Part 6 of Aircraft Limitations Section (ALS) of the air-
craft maintenance manual, which EASA approved. The author proceeds with a presentation of (CASA CAAP 
232A, 2013) of the Australian Civil Aviation Safety Authority, which provides generic guidance on aircraft net-
work security covering detail in ANSOG. Then, an overview of the progress on the RTCA and EUROCAE air-
worthiness security standards is given, i.e. (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 2014), (RTCA DO-
356, 2014) and (EUROCAE ED-204, 2014) / (RTCA DO-355, 2014).The presentation proceeds with an interest-
ing discussion on the definition, the use and the history of loadable software, which brings (RTCA DO-178C, 
2011) into play, together with its supplements. The author concludes that standards will overlap and future inte-
gration will be needed beyond 2014. 

 

 

Figure 84: Quantity of loadable software parts in Boeing 
aircraft (Rowe, 2013) 

 

Figure 85: Standards overlap (Rowe, 2013) 
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(SeSaMo D2.1, 2013) provides the definition of 18 building blocks (BBs) for safety and security modelling, ex-
amples of which are (cf. Figure 75): encryption and decryption, signature generation and verification, node au-
thentication, access control and traffic filtering, etc. A building block definition consists of the description of the 
BB, BB main interfaces, BB contribution to safety and/or security, as well as cross-influence between safety and 
security within the BB. The deliverable also provides a first attempt to quantify safety, security and their cross-
influence (cf. Figure 86). Some of the BBs are further analysed within particular modelling environments and / or 
tool-chains. The last major part of the deliverable is an analysis of BBs within SeSaMo use-cases. This analysis 
provides a first feedback on modelling approaches. 

 

 

Figure 86: Attributes of Building Blocks (SeSaMo D2.1, 2013) 

 

(SeSaMo D3.1, 2013) provides a specification of safety and security analysis and assessment techniques. It 
focuses on the definition of the safety and security metrics, and on the definition of the methodologies and tech-
niques for the assessment of the safety and security properties. The document presents a number of core 
methodologies and techniques, but does not claim to be a comprehensive survey of all methods and techniques 
that exist in the field. The presented methodologies and techniques are: (1) stochastic models of interdependent 
infrastructures; (2) security-informed safety cases, cf. Figure 87; (3) message authentication and schedulability 
analysis on CAN bus; (4) Pareto frontier between safety and security constraints; (5) safety and security in the 
presence of denial of service attacks; (6) the KB3 workbench; (7) safety & security analysis of resilient services 
in communication networks; (8) formal metrics; (9) FMEA techniques; (10) safety and security analysis for rail-
way application; and (11) safety analysis. 

 

 

Figure 87: The security-informed safety case triangle of assessment (SeSaMo D3.1, 2013) 

 

(Steiner, et al., 2013) builds upon (Fovino, et al., 2009) and (Förster, et al., 2010) by extending Component 
Fault Trees (CFTs) with Attack Trees (ATs) and with adapted qualitative and quantitative analyses. This leads to 
three classes of Minimal Cut Sets (MCSs): pure safety, pure security and mixed MCSs. The problem of the 
missing or hard to obtain probabilities for security events is avoided by the use of a hybrid rating scheme: prob-
abilities for safety events and a simple rating for security events. Safety MCSs have a probability P, security 
MCSs have a rating R, and mixed MCSs have a tuple of probability and rating (P;R). P is calculated from the 
individual probabilities of the included safety events and R is calculated from the individual ratings of the includ-
ed security events. Each class of MCSs can be ordered by itself. The tuples of the mixed MCSs can be ordered 
first by probability or by rating. A complete order is not possible for all cases. 
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Figure 88: Conditions for an order of mixed MCSs according to two tuples (Steiner, et al., 2013) 

 

(Subramanian, et al., 2013) proposes the Non-Functional Requirements (NFR) technique that allows simultane-
ous evaluation of both safety and security at the architectural level, using qualitative reasoning to evaluate 
whether the properties have been achieved (cf. Figure 89). The approach is illustrated on an oil-pipeline control 
system. 

 

 

Figure 89: Phase 2 of assessment using the NFR approach (Subramanian, et al., 2013) 

 

In (Vouk, 2013), software reliability (resp. security) engineering is defined as applied science of risk-based 
measuring, modelling, predicting, preserving and managing reliability (resp. security) of software-based systems 
to maximize customer satisfaction. The talk proceeds with the definition of fault vs. vulnerability, and asserts that 
engineers appear to avoid and eliminate vulnerabilities more by luck (aleatoric process) than through knowledge 
driven (epistemic) methods. The main reasons are fault rarity, complexity, process and human lacks, limitations, 
noise, and policies. The number of security faults represents approximately 1% of the total number of faults (cf. 
Figure 90). The talk continues with a discussion on operational profiles, and the state of science, in particular 
with respect to epistemic and aleatory uncertainty. 
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Figure 90: Security vs. non-security fault elimination during operational use (Vouk, 2013) 

 

(Ward, et al., 2013) recognises that while functional safety hazard analysis and risk assessment processes 
could be used for threat analysis, these methods need extension and adaptation to the cyber security domain. 
This paper describes how such a method has been developed based on the approach described in (ISO 26262-
1, 2011)- (ISO 26262-10, 2012) and the related MISRA Safety Analysis Guidelines. In particular key differences 
are described in the understanding of the severity of a security attack, and the factors that contribute to the 
probability of a successful attack. The paper also explores some potential future directions, such as how the 
threat analysis and risk assessment can be used to support an assurance case for cyber-security. 

 

(Apvrille, et al., 2014) introduces SysML-Sec, a SysML-based model-driven engineering environment aimed at 
fostering the collaboration between system designers and security experts, at all methodological stages of the 
development of an embedded system. The requirements are captured in a component-centric manner through 
existing SysML diagrams with only minimal extensions; they are then derived into security and cryptographic 
mechanisms, security properties, which can be formally verified. The authors are not directly concerned by safe-
ty and security co-engineering, but they pay particular attention to validating the innocuousness of security 
mechanisms, both computationally and in terms of bandwidth usage, with respect to safety requirements, whose 
specifications are outside the scope of the paper (cf. Figure 91). 

 

 

Figure 91: Model transformations for proving safety & security properties (Apvrille, et al., 2014) 

 

(Bieber, et al., 2014) reports on the development of common models and tools to assess both safety and securi-
ty of avionics platforms. The authors studied the adaptation of models devised for safety assessment in order to 
analyse security; they describe a security modelling and analysis approach based on the AltaRica language and 
associated tools. The preliminary lessons learnt are: (i) the layered model for the safety analysis of avionics 
platform can be reused efficiently for the security model; only the Agent layer needs to be added to model threat 
activation; (ii) the AltaRica code can be easily extended to deal with security threats; the main addition is related 
with the modelling of confidentiality; (iii) it is required to model the propagation of threats due to the use of 
shared resources; (iv) the OCAS sequence generator can be used successfully to generate threat scenarios; (v) 
using DAL to model the security level of nodes in the architecture is possible (cf. Figure 92); extra work is need-
ed in order to check the consistency of DAL allocation rules with security level allocation rules. 
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Figure 92: Security Level Allocation (Bieber, et al., 2014) 

 

(Braband, 2014a) builds upon (Bock, et al., 2012). This paper defines an IT security framework, built on the 
well-known safety and certification processes from (CENELEC EN 50129, 2003), which aims at separating IT 
security and safety requirements as well as certification processes as far as possible, in order to match the ap-
proach for IT security requirements based of the ISA 99 / IEC 62443 standard series

41
.  This is achieved by in-

tegrating safety-related security requirements into the safety process and the safety case. The paper starts with 
a discussion of the normative background, and then defines a reference architecture (cf. Figure 93). A short 
overview of the basic concepts of ISA 99 / IEC 62443 is given and it is finally discussed how these concepts 
could be adapted to the railway automation domain. The highlights of the paper were also presented at the 
Safety and Security workshop in Kaiserslautern (Braband, 2014b). 

 

 

Figure 93: The onion skin model (Braband, 2014a) 

 

(Brunel, et al., 2014a) proposes an approach based on Alloy (Jackson, 2012) to formally model and assess a 
system architecture with respect to safety and security requirements. The authors illustrate this approach by 
considering as a case study an avionic system, which provides guidance to aircraft. The paper shows how to 
define in Alloy a meta-model of avionic architectures with a focus on failure propagations. It then expresses the 
specific architecture of the case study in Alloy. Finally, the authors express and check properties that refer to the 
robustness of the architecture to failures and attacks. 

 

Building upon (Brunel, et al., 2014a) and (Bieber, et al., 2014), (Brunel, et al., 2014b) proposes an integrated 
process (cf. Figure 94) in which system engineers design the system architecture, safety and security engineers 
define the failure modes and specify the propagation of failures and attacks inside each component. The anal-
yses with respect to safety and security properties are then performed using Alloy. The approach is illustrated 
on a landing aircraft test case using Melody, the system engineering workbench from Thales, and Safety Archi-
tect, the Failure Mode, Effects and Analysis (FMEA) tool from All4Tec. 

                                                      
41

 See (IEC/TS 62443-1-1, 2009), (IEC 62443-2-1, 2010), (IEC/TR 62443-3-1, 2009), and (IEC 62443-3-3, 2013). 
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Figure 94: Integrated safety and security verification process (Brunel, et al., 2014b) 

 

(Favaro, et al., 2014) is an overview of the SeSaMo project’s highlights – see (SeSaMo, 2012), (SeSaMo D2.1, 
2013), (SeSaMo D3.1, 2013) and (SeSaMo D4.1, 2014) for details. One of the presented highlights is the secu-
rity-informed safety cases. According to the authors, addressing these safety cases implies: (i) reviewing how 
the claims might be impacted by security; (ii) reviewing security controls to see if these can be used to provide 
an argument and evidence for satisfying the claim – cf. Figure 95; (iii) reviewing the impact of deploying controls 
on architecture and implementation; and (iv) applying an iterative layered approach considering three abstrac-
tion layers. In the 1

st
 layer, the system requirements, safety and security policies are analysed; in the 2

nd
 layer, 

the abstract system components combined according to the abstract architecture are analysed; in the 3
rd

 layer, 
the implementation of specific components and their integration within the specific architecture are analysed. As 
in (Schwarz, et al., 2014), the presentation concludes on engineering integration pros and cons: the arguments 
in favour of integrated process include the jeopardizing effects of security on safety, the similar but possibly con-
tradictory countermeasures, the need to consider both from the beginning; the arguments against an integrated 
process include the incompatible lifecycles, the disjoint communities, and the integration overheads. 

 

 

Figure 95: Mapping safety claims onto NIST security controls (Favaro, et al., 2014) 

 

(Fruth, et al., 2014) is a borderline paper in this survey of safety and security engineering practices, as it focus-
es on a unified framework for safety and security alarm communication in human-machine interaction scenarios. 
In the paper, the topic is termed risk communication. In this paper a selection of current safety and security risk 
communication standards and recommendations are compared using selected evaluation criteria (cf. Figure 96). 
The authors focus on alarm system standards in the industrial process automation domain and intrusion detec-
tion systems known from conventional desktop IT domain. A series of DIN standards and recommendations, 
which are available free of charge from approved industrial and computer security organisations, are reviewed. 
According to the authors, current risk communication standards and recommendations offer domain-specific 
solutions, but are not sufficient to fulfil safety and security requirements of distributed IT environments with safe-
ty and security properties. Therefore a new model based approach is introduced. 
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Figure 96: Comparison of selected standards / recommendations (Fruth, et al., 2014) 

 

(Gebauer, 2014) discusses the evolution of the Automotive Functional Safety standard (ISO 26262-1, 2011) - 
(ISO 26262-10, 2012) in particular with respect to its impacts on the automotive industry, and asserts the need 
for a dedicated security standard. The author points out that following an analysis of attacks and attacker moti-
vations, four protection layers are currently being deployed (cf. Figure 97). However, an OEM typically address-
es only one level. This is one of the major reasons why a security standard would be helpful, so as to bring the 
community together, and ensure the overall consistency of the countermeasures.  

 

 

Figure 97: Protection layers (Gebauer, 2014) 

 

(Joyce, et al., 2014) recalls that aircraft type certification currently acts in the absence of comprehensive rules 
and guidance for how cyber-security affects safety (cf. §3.2.4 for more details) and explains how the aerospace 
community has addressed the challenges of integrating safety and security through guidance in recently pub-
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lished standards (RTCA DO-326A, 2014) / (EUROCAE ED-202A, 2014), (RTCA DO-356, 2014)
42

 and (RTCA 
DO-355, 2014) / (EUROCAE ED-204, 2014), which are anticipated to become reference documents for the cer-
tification of aircraft and aircraft systems in the context of information security. The paper highlights the fact that 
the elaboration of the 2014 version of the Airworthiness Security Process Specification standard was highly dis-
puted in the community, on at least three topics: (i) the safety and security co-engineering process; (ii) the influ-
ence of security on the safety Design Assurance Levels (DALs), and (iii) the list of security activities to be per-
formed and the level to which they have to be performed to ensure the required security assurance. 

Indeed, in (EUROCAE ED-202, 2010) / (RTCA DO-
326, 2010), the security activities were depicted as 
embedded within the safety activity (cf. Figure 98): the 
safety functional hazard analysis was seen as includ-
ing threat conditions along with failure conditions. Jeff 
Joyce explains that during 2013, in the draft versions 
of the A standard, security activities were extracted 
from the safety activities and positioned parallel to the 
safety activities. In the 2014 release, security activities 
are no longer positioned next to the safety activities

43
; 

instead mainstream system engineering activities have 
been inserted between them (cf. Figure 139 on page 
154). This does not prevent security information to 
flow directly to safety, but it is not mandated. 

 

Figure 98: Evolution of the DO-326 standard in time 
(Joyce, et al., 2014) 

 

(Kriaa, et al., 2014) recalls that the digitalization of industrial control systems (ICS) raises several security 
threats that can endanger the safety of the critical infrastructures supervised by such systems. This paper pre-
sents an analysis method that enables the identification and ranking of risks leading to a safety issue, regard-
less of the origin of those risks: accidental or due to malevolence. This method relies on a modelling formalism 
called BDMP (Boolean logic Driven Markov Processes) that was initially created for safety studies, and then 
adapted to security. The use of the method is first illustrated on a simple case to show how it can be used to 
make decisions in a situation where security requirements are in conflict with safety requirements. Then it is 
applied to a realistic industrial system: a pipeline and its instrumentation and control system in order to highlight 
possible interactions between safety and security. 

 

(Mazzini, et al., 2014) provides an overview of the SeSaMo project (SeSaMo, 2012) two years after its kick off. 
The paper starts by recalling the safety and security convergence problem, the related work and what appeared 
in 2012 as the remaining needs, i.e. progress on quantitative security analysis techniques, methods to cope with 
safety and security from requirement elicitation to system design and analysis, enriched languages to deal both 
with security and probabilistic/stochastic aspects, and an integrated validation framework. These needs have 
led SeSaMo to focus on a model-driven process for the compositional development of safety and security criti-
cal systems. One axis is the definition of building blocks, cf. (SeSaMo D2.1, 2013). Another axis relates to anal-
ysis methods: quality calculus (Nielson, et al., 2013), security-informed safety cases (Paulitsch, et al., 2012). A 
third axis relates to trade-off decision support through the exploration of Pareto frontiers. The authors then dis-
cuss how different safety standards have, or have not, integrated security requirements, e.g. see above discus-
sion on (S + IEC 61508, 2010), concluding that the path to convergence lies in the definition of interaction points 
between separate safety and security processes (cf. Figure 99), rather than on a unified process. It is pointed 
out that, even if the processes remain separate, their work-products are shared and unique. The paper closes 
on the description of the toolset, mainly composed of medini analyze

44
 and CHESS

45
. 

 

                                                      
42

 Known as DO-YY3 when still a draft. The European Organization for Civil Aviation Equipment counterpart, ED-203, is not scheduled to be 
published at the same time. 

43
 Despite the expressed preference of some regulation authorities. 

44
 http://www.ikv.de/index.php/en/products/functional-safety. 

45
 http://www.chess-project.org. 
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Figure 99: Safety and security lifecycle activities (Mazzini, et al., 2014) 

 

(79 FR 60574, 2014) is a Federal Register notice calling for public comments on the National Highway Traffic 
Safety Administration's research program on vehicle electronics, in particular the need for safety standards with 
regard to electronic systems in passenger motor vehicles. The notice presents background information on safe-
ty in the motor vehicles and motor vehicle equipment domain and summarizes the examination results. From 
our safety and security co-engineering point of view, it is interesting to notice that Security Needs to Prevent 
Unauthorized Access to Electronic Components is one of the three topics addressed in the NHTSA research. As 
part of this topic, NHTSA has identified two general process-oriented approaches to address cyber-security 
concerns: the first is design and quality control processes, e.g. (NIST Cybersecurity Framework, 2014); the se-
cond is through establishing robust information sharing forums. Interesting also, is the list of questions explicitly 
asked by the NHTSA, e.g.: (i) could security assurance be handled within a modified framework of existing safe-
ty process standards (such as FMEAs, FTAs, ISO 26262) or does ‘‘design for security’’ require its own process? 
(ii) what types of metrics are available to test a vehicle’s ability to withstand a cyber-attack? (iii) are there any 
common design characteristics that help ensure a minimum level of security from unauthorized access to a ve-
hicle’s electronic control systems?  (iv) what performance-based tests, methods, and processes are available 
for security assurance of automotive electronic control systems? (v) are there hardware, software, watchdog 
algorithm, etc. requirements or criteria that would help differentiate algorithm designs that are more secure 
against cyber-attack? 

 

(Ramirez, et al., 2014) formally compares two industrially relevant and popular models of non-interference, 
namely, the model defined in (Rushby, 1992) and the GWV one (Greve, et al., 2003). The authors create a 
mapping between the objects and relations of the two models. They prove a number of theorems showing under 
which assumptions a system identified as “secure” in one model is also identified as “secure” in the other model. 
Using two examples, they illustrate and discuss some of these assumptions. Their main conclusion is that the 
GWV model is more discriminating than the Rushby model. All systems satisfying GWV’s separation also satisfy 
Rushby’s non-interference. The other direction only holds if we additionally assume that GWV systems are such 
that every partition is assigned at most one memory segment. All of the proofs have been checked using the 
Isabelle/HOL proof assistant. 

 

 

Table 1: Mapping between the elements of the GWV and Rushby models (Ramirez, et al., 2014) 

In (Raspotnig, 2014), the author combines safety and security requirements elicitation supported by the Com-
bined Harm Assessment for Safety and Security of Information Systems (CHASSIS) method and a Security 
Conceptual Model (SeCM). For this PhD, it has been important to compare the safety and security fields, but 
more importantly to investigate the concrete foundations, i.e., techniques that exist in each field for requirements 
elicitation; this has been done by identifying common characteristics for certain techniques through a set of cri-
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teria – see also (Raspotnig, et al., 2013a). As a result, the CHASSIS method includes three modelling tech-
niques: the Diagrammatical Misuse Cases (D-MUC), Misuse Sequence Diagrams (MUSD) and the new Failure 
Sequence Diagrams (FSD) – see also (Raspotnig, et al., 2012a). CHASSIS also includes templates for docu-
menting important harm information, namely Textual Misuse Cases (T-MUC) and HAZard and OPerability 
(HAZOP) tables. These techniques and associated templates are organised into a Harm Assessment Process 
that consists of specific activities for safety and security assessment activities. One of the combined safety and 
security activities is the trade-off analysis, where four interdependencies are used for investigating mitigations. A 
roadmap is given for further enhancements. 

 

 

Figure 100: The CHASSIS process diagram (Raspotnig, 2014) 

 

(Schmittner, et al., 2014b) and its shorter counterpart published in a satellite workshop (Schmittner, et al., 
2014a) present a new technique for security engineering called Failure Mode, Vulnerabilities and Effect Analysis 
(FMVEA) that extends the classical Failure Mode and Effect Analysis (FMEA) technique used in safety engi-
neering, cf. Figure 116. The approach is illustrated on a system of intelligent and cooperative vehicles case, cf. 
Figure 101. The authors report that whilst the approach provided a good overview of vulnerable functions, the 
risk rating remained a relatively complex process, essentially because attacks consisted of multiple steps. The 
authors recall that FMVEA (like FMEA) is best used for an early design time assessment of systems, allowing 
for the anticipation of the effects of potential failures and threats during design time. 
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Figure 101: Failure Mode, Vulnerabilities and Effect Analysis (Schmittner, et al., 2014a) 

 

(Schmittner, et al., 2014c) is a very short paper (2 pages) partially funded by the CARONTE (Creating an Agen-
da for Research ON Transportation sEcurity) project. The authors briefly describe three challenges: (i) since 
connected vehicles form a connected system of systems, safety and security must be ensured at the sub-
system level as well as the systems combined; (ii) with an open system we cannot regard a vehicle system to 
be safe unless the security of the system is assessed and assured; (iii) connected, automated and intelligent 
vehicles will have more conflicts between privacy and safety and security requirements, which calls for an inte-
grated approach for solving these conflicts. The authors then analyse the state of the art of safety and security 
co-engineering standards for connected, automated and intelligent vehicles, identify some gaps and conclude 
by some directions for improvements. 

 

(Schneider, 2014) proposes a contract-based approach called ConSerts to address the challenges of openness 
and runtime adaptation which are common the safety and security critical systems. The work is performed as 
part of the (ARTEMIS EMC2, 2014) project and applied on a Tractor Implement Management system. 
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Figure 102: ConSerts Overview – Engineering Backbone (Schneider, 2014) 

 

(Schoitsch, 2014) traces the evolution of three different safety standards that have integrated security concerns: 
the Functional Safety of Electrical / Electronic / Programmable Electronic Safety-Related Systems from (IEC 
61508-1, 1998) - (IEC 61508-7, 2000) to (S + IEC 61508, 2010), the Functional Safety - Safety Instrumented 
Systems for the Process Industry Sector (IEC 61511-SER, 2004), and the Airworthiness Security Process Spec-
ification, from (EUROCAE ED-202, 2010) / (RTCA DO-326, 2010) to (RTCA DO-326A, 2014). Since Erwin was 
involved in the elaboration of (S + IEC 61508, 2010), it is interesting to read his record of what happened behind 
the scene, between the two editions of the standard. 

 

(Schwarz, 2014) compares the merits of safety and security metrics by leveraging previous work on a survey of 
security metrics (Rudolph, et al., 2012). The author asserts that security metrics display significant deficiencies 
compared to safety metrics (cf. Figure 103). 

 

 

Figure 103: Safety vs. security metrics (Schwarz, 2014) 

 

(SeSaMo D4.1, 2014) presents the SeSaMo integrated design and evaluation methodology, which aims at 
combining best practices in safety and security engineering as a unified process. The SeSaMo approach is 
based on the idea of establishing points of contact between parallel safety and security lifecycle activities. Ac-
cording to the authors, this approach of parallel processes with “weak” trade-off interactions and “strong” inter-
actions for joint activities has the advantage of providing a smooth migration path for the standards communi-
ties. This extensive document (121 pages) starts by addressing the foundation stones on which the methodolo-
gy is based, i.e.: (i) terminology, by which security concepts (i.e. attack, vulnerability and intrusion) are defined 
in terms of dependability concepts, and a mapping is proposed between safety and security terms, e.g. hazard-
ous substance ≈ internal threat; (ii) levels, may they be safety or security levels; (iii) ways of reducing risk, may 
they be techniques, measures and / or controls; (iv) the ALARP principle; and (v) security-informed safety cases 
(cf. Figure 95). Then, a generic process is proposed (cf. Figure 104), based on the risk assessment approach of 
(ISO/IEC 27005, 2011) and the safety lifecycle of (IEC 61508-1, 1998) - (IEC 61508-7, 2000). 
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Figure 104: Generic Process Definition (SeSaMo D4.1, 2014) 

Each activity of the process is detailed graphically (e.g. cf. Figure 105) and textually in terms of overall descrip-
tion, inputs and outputs. Following the formalized description of the generic process, two perspectives on its 
intended use are provided: (i) a model-based perspective discusses the intended use of tool support for the 
process; (ii) an assurance perspective, with a particular focus on security-informed safety cases, cf. (SeSaMo 
D3.1, 2013). The report closes on an analysis of the compatibility of the generic process with existing approach-
es in the automotive, avionics, railway, and industrial process control domains. The authors conclude in five 
points: 

 concepts: there is a need to establish a lingua franca or even a common ontology; 

 methodology: the unification of well-accepted approaches, typically related to risk management, allow for ad 
hoc hooks for specific techniques and measures; 

 model-based development: heterogeneous but pervasive tool support, with positive side-effects on re-
assurance through keeping the assurance in models; 

 security-informed safety case: express safety case about system behaviour in terms of claims-arguments-
evidence; review how the claims might be impacted by security; review security controls to see if these can 
be used to provide an argument and evidence for satisfying the claim; review architecture and implementa-
tion impact of deploying controls and iterate the process; 

 standards: security standards are often based on security controls, a concept that embraces a wide range of 
different interventions covering process, product and organisation; in contrast, safety standards are typically 
based on an engineering life cycle model; the communities need to find a way of combining both approach-
es within a common framework. 
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Figure 105: The concept of operations (SeSaMo D4.1, 2014) 
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(Subramanian, et al., 2014) is an extension of the Non-Functional Requirements (NFR) technique published in 
(Subramanian, et al., 2013), in which the original qualitative reasoning is extended with a quantitative assess-
ment. 

 

(Tiwari, et al., 2014) presents an approach for detecting sensor spoofing attacks on a cyber-physical system. 
The approach consists of two steps. In the first step, the authors construct a safety envelope of the system. Un-
der nominal conditions, i.e. when there are no attacks, the system always stays inside its safety envelope. In the 
second step, an attack detector is built, i.e. a monitor that executes synchronously with the system and raises 
an alarm whenever the system state falls outside the safety envelope (cf. Figure 106). The authors synthesize 
safety envelopes using a modified machine learning procedure applied on data collected from the system when 
it is not under attack. They present experimental results that show the effectiveness of their approach, and also 
validate the novel features that are introduced in the learning procedure. 

 

 

Figure 106: Runtime Assurance Architecture (Fisher, 2013) 

 

(Tverdyshev, 2014) reports that, if MILS
46

 was initially designed to address security issues, this approach actu-
ally shows excellent safety properties architecture. The MILS acronym is thus more and more used as noun, to 
alleviate the focus on security. The authors assert that architecture, and in particular the MILS approach (cf. 
Figure 107), is a good starting point to look for synergies & divergences between safety and security. 

 

 

Figure 107: The MILS architectural approach (Tverdyshev, 2014) 

 

                                                      
46

 Cf. (EURO-MILS EC FP7 Project, 2012). 
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(Vogt, 2014) provides examples of real-life conflicts between safety and security requirements illustrated on a 
Smart Grid case. The presentation shows that the reality is far from simple, with possibly major negative conse-
quences in case of revocation of security certificate. 

 

(Woskowski, 2014) recalls that the problem of integration and interaction of medical devices has up to now been 
handled less seriously than in other safety-critical domains. The author discusses a pragmatic risk-based ap-
proach to handle these problems and the related standards, in particular (IEC 60601-1-SER, 2014), (ISO 14971, 
2007) and (IEC 80001-1, 2010). The risk management required by (ISO 14971, 2007) is extended beyond de-
vice boundaries, covering interface safety, interface usage and network security aspects, and defining appropri-
ate risk mitigation techniques. 

 

 

Figure 108: Proposed extended risk management (Woskowski, 2014) 

 

(Young, et al., 2014) argues that by using a causality model based on systems theory, an integrated and more 
powerful approach to safety and security is possible. Indeed, hazards lead to safety incidents in the same way 
that vulnerabilities lead to security incidents. Use of a systems-theoretic approach to security, however, requires 
a reframing of the usual security problem. Just as the System-Theoretic Accident Model and Processes (STAMP) 
model reframes the safety problem as a control rather than a failure problem, applying STAMP to security in-
volves reframing the security problem into one of strategy rather than tactics. In practice, this reframing involves 
shifting the majority of security analysis away from guarding against attacks (tactics) and more toward design of 
the broader socio-technical system (strategy). Because contemporary security and safety both attempt to pre-
vent losses in complex software-controlled systems, the authors believe that applying the same system-
theoretic causality model may benefit security the same way it is benefitting safety. Research is currently under 
way to test this notion. The key underlying idea is that from a strategy perspective, the physical (or proximate) 
cause of a disruption does not really matter. What matters is the efficacy of the strategy in dealing with (control-
ling) the effects of that disruption on overall system function or assuring the mission. This is a significant para-
digm shift for security experts (as it was for safety experts). While likely to force a re-examination of many of the 
accepted truths of security, the authors believe such a refocus will help address three of the major problems 
with contemporary approaches to security—quantity, threat variety, and threat prioritization—can all be ad-
dressed more effectively through this new approach than through existing approaches. The new approach does 
not discard traditional security thinking, but does suggest it is tactically focused and must be augmented by an 
effective strategy in order to succeed. 

 

(Blasum, 2015) recalls that while safety and security, at a high-level, are white-board concepts, once it comes to 
implementation in a MILS core (i.e. separation kernel + minimal set of additional hardware and software needed 
for the separation of partitions), sometimes the concrete realization depends on what is doable. In this paper, 
several use cases of partitioning are mapped to partitioning mechanisms implementing the partitioning (cf. Table 
2). The main result is that different use cases of safety and security can be compared. 

 

Safety/security use cases Partitioning mechanisms implementing 
space separation 

Partitioning mechanisms implementing 
time separation 

Operating system protection Access Control to Management data 
(ACM) + Access Control to User space 
memory (ACU) 

CPU Reuse (CR) 

Real-time safety ACM + ACU + Quotas for Memory CR + Worst Case Execution Time 
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(QM) (WCET) 

Safety + confidentiality by MMU ACM + ACU + QM CR + WCET 

Control of information flow between 
colluders 

Access Control to Kernel resources 
(ACK) + ACU 

Temporal normalization (TN) 

Multi-core Same as single-core Same as single-core + Drift Avoidance 
(DA) 

Table 2: Safety/security use cases and how they are implemented by partitioning mechanisms (Blasum, 2015) 

 

(Brunel, et al., 2015) extends previous work by the same authors (Brunel, et al., 2014a), (Brunel, et al., 2014b), 
(Bieber, et al., 2014) on formal system modelling using Alloy and Failure Mode, Effects and Analysis (FMEA). 
The modelling environment has been package as a new framework called Coy. The approach is detailed at 
code level and richly illustrated on a fire alarm case study. 

 

(Cimatti, et al., 2015) provides an overview of the approach to safety and security undertaken in the D-MILS 
project (D-MILS, 2007). The MILS architecture is well known to ensure properties that are relevant to both safe-
ty and security. The project develops a distributed version of the MILS architecture: the D-MILS concept extends 
the capacity of MILS to implement a single unified policy architecture to a network of separation kernels. To 
accomplish this, each separation kernel is combined with a new MILS foundational component, the MILS Net-
working System (MNS), producing the effect of a distributed separation kernel. Robustness and determinism of 
the network is ensured through the use of Time-Triggered Ethernet (TTE). The project offers a rich tool set. This 
paper focuses on the contract-based method extension, to prove that the composition of components that satis-
fy their contracts will meet the system requirements, provided that their integrity is protected (cf. Figure 109 in 
which contracts are represented by green scrolls). The approach is illustrated on a simple multi-level security 
case, whereby e.g. message authenticity and data confidentiality are shown to be preserved. 

 

 

Figure 109: Formal reasoning and platform configuration based on the system architecture (Cimatti, et al., 2015) 

 

(Chen, et al., 2015) presents a case of safety and security co-engineering in the urban railway domain. First, the 
authors use state-of-the-art Failure Mode, Vulnerabilities and Effect Analysis (FMVEA) and Attack Trees for 
respectively safety analyses and security analyses. Then, the limitations of the approaches are explained, and a 
new framework is proposed to address cross-domain events, i.e. cyber & physical events, and enhance the 
analysis of the consequences on the physical world (cf. Figure 110). The paper also addresses the question of 
standards (CENELEC EN 50129, 2010). 
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Figure 110: Analysing railway systems security with an integrative cyber-physical approach (Chen, et al., 2015) 

 

 

Figure 111: Classification of the identified approaches (Kriaa, et al., 2015a) 

 

(Kriaa, et al., 2015a) provides a comprehensive survey of existing approaches to industrial facility design and 
risk assessment that consider both safety and security (cf. Figure 111), with some 112 references. The set of 
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identified approaches is classified: (i) as generic versus model-based; (ii) as unification versus integration; (iii) 
by applicability in the development versus operational system lifecycle phase; and (iv) as qualitative versus 
quantitative. The authors argue that safety and security should no longer be treated separately and that de-
pendencies should be identified and taken into consideration to ensure efficient risk management. To that end, 
a safety security integrated risk analysis process is proposed (cf. Figure 112). 

 

 

Figure 112: Safety security integrated risk analysis process (Kriaa, et al., 2015a) 

 

(Kriaa, et al., 2015b) starts by recalling that modern control systems are becoming complex and interconnected 
as they are increasingly integrating new information and communication technologies. Many industries like au-
tomobile, aeronautics and energy are facing great challenges as their systems are becoming less isolated and 
vulnerable to external malevolence. Indeed, cyber-attacks targeting industrial infrastructures can engender 
heavy impacts on the safety of humans and environment. In this topical context, the authors propose a new 
model based approach: S-cube for SCADA Safety and Security joint modelling (cf. Figure 113). This approach 
provides a risk analysis framework that enables to evaluate industrial information and control architectures. 
Starting from the system description, S-cube generates automatically the different attack and failure scenarios it 
is exposed to. The S-cube approach relies on a knowledge base (the S-cube KB) that gathers expertise on ICS 
and particularly SCADA systems and the related safety and security risks. The S-cube KB is a Domain Specific 
Language that enables to describe the typical components of digital industrial infrastructures with safety and 
security aspects (authentication, access control, redundancy). Each component is associated with the attacks 
and failure modes likely to happen on it. The S-cube KB generic models are instantiated on the input system 
architecture and processed by calculation engines that generate automatically attack and failure scenarios. This 
approach is illustrated on a use case for which qualitative and quantitative results are given. 

 

 

Figure 113: The S-cube approach (Kriaa, et al., 2015b) 

 

(Macher, et al., 2015b), and its shorter counterpart (Macher, et al., 2015a), present a combined approach of the 
automotive HARA (hazard analysis and risk assessment) approach with the security domain Microsoft STRIDE 
approach, and outlines the impacts of security issues on safety concepts at system level. The method is called 
SAHARA, for Security-Aware Hazard Analysis and Risk Assessment. The focus of the method is placed on the 
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early development phase - the so-called concept phase - of safety-critical embedded automotive systems, which 
is also addressed by (ISO 26262-3, 2011). The first step of the SAHARA approach, combining security and 
safety analyses, is to quantify the STRIDE security threads of the system under development in an analogue 
manner as is performed for safety hazards as part of the Hazard Analysis and Risk Assessment (HARA) ap-
proach. Threats are quantified with reference to the Automotive Safety Integrity Level (ASIL) analysis, according 
to the resources (R) and know-how (K) that are required to pose the threat and the threats criticality (T), cf. Fig-
ure 114. The approach is applied on an automotive Battery Management System (BMS); for this specific exam-
ple, the SAHARA approach allowed for the identification of 34% more hazardous situations than the traditional 
HARA approach. 

 

 

 

Figure 114: Required resource, required know-how and threat criticality classifications (left), and SecL Determina-
tion Matrix (right) (Macher, et al., 2015a) 

 

(Netkachova, et al., 2015) recalls that safety cases are the development foundation for safety-critical systems 
and are often quite complex to understand depending on the size of the system and operational conditions. This 
paper describes an approach to analysing safety and security in a structured way and creating security-informed 
safety cases. It includes an overview of the structured assurance case concept, a security-informed safety 
methodology and a layered approach to constructing cases. The following main layers of assurance are pro-
posed: L0 Policy and requirements – the highest level of abstraction where the system represents its require-
ments, and defines safety and security policies and their interaction (cf. Figure 115); L1 Architectural layer – the 
intermediate level where the abstract system components and architecture are analysed; L2 Implementation 
layer – the detailed level where the implementation of specific components and their integration within the spe-
cific system architecture are scrutinised. These layers of assurance fit well the layered system design approach 
of aerospace described in (SAE ARP 4754A, 2010) combined with the compositional approach of MILS and 
Integrated Modular Avionics (IMA). The approach is applied to a Security Gateway that is used to control data 
flow between security domains in a separation kernel based operating system (i.e. PikeOS) in avionics envi-
ronment. The authors show that a clear and structured way of presenting a safety case combining safety and 
security alleviates understanding important interactions and, hence, increases safety. 
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Figure 115: Defining an integrated policy (Netkachova, et al., 2015) 

 

(Paul, et al., 2015) provides a bibliography of research papers on safety and cyber-security co-engineering 
since the early 90’s. It only covers papers that address both safety and security architecting and / or engineering 
specialties explicitly and simultaneously. It is an extract of the state of the art synthesis given in part B, §5 of this 
deliverable.  

 

(Paul, 2015) recalls that safety engineering traditionally leaves out malevolent behaviour. Recent attacks in 
safety-critical domains, e.g. 9/11, Stuxnet, have definitely changed the game. The academic safety engineering 
community is addressing the issue through a significant amount of publications and workshops. The industrial 
safety standardisation communities are addressing the issue by revisiting safety standards or elaborating new 
cyber-security standards to seamlessly cope with IT security threats that can have an impact, direct or indirect, 
on safety. Regulation is also increasing. However, because the security for safety approach is not a simple jux-
taposition of safety and cyber-security processes and techniques, and despite all this hustle and bustle by aca-
demic and industrial communities, it is still very difficult to precisely define what is meant by security for safety. 
In this paper, the author analyses this would-be seamless integration of security engineering activities into the 
safety engineering world, and discusses the areas in which a lot of fuzziness still remains. 

 

(Schmittner, et al., 2015a) presents the application of two methods, namely the Failure Mode, Vulnerabilities 
and Effects Analysis (FMVEA) and Combined Harm Assessment of Safety and Security for Information Systems 
(CHASSIS) methods, to a case study of safety and security co-analysis of cyber-physical systems in the auto-
motive domain. The authors show that one weakness of CHASSIS is that, while safety and security are ana-
lysed with the same methodology, the two assessments are done separately; ; there is a need for exchange and 
discussion between both the safety and the security domains in all phases of system engineering lifecycle; from 
an engineering point of view, commonalities and conflicts from both domains need to be identified in the begin-
ning, documented and resolved; a unified risk rating for threats and failures which influences security would be a 
necessary improvement for both methods. Moreover both methods do not explicitly address how to conduct 
safety and security analysis in a continuous manner; this becomes an issue when a new vulnerability or attack 
vector is identified, which will change the risk assumptions and the risk postures based on the previous anal-
yses and assumptions. Directions are given for further improvements of the methods. 
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Figure 116: Overview of FMVEA method (Schmittner, et al., 2015a) 

 

(Schmittner, et al., 2015b) investigates how to extend existing safety standards to address security concerns in 
the automotive domain. To complement the (ISO 26262-1, 2011)- (ISO 26262-10, 2012) safety standard and to 
promote a combined approach to safety and security, the authors identified three requirements for the evalua-
tion of candidate security standards: (i) there should be an overlap in required work products for safety and se-
curity argumentation; (ii) assurance levels between safety and security should be translatable; (iii) approaches 
and concepts from the safety standard should be mirrored by the security standard. Based on these require-
ments, they investigate the feasibility of using the Common Criteria (ISO/IEC 15408-1, 2009)- (ISO/IEC 15408-
3, 2008) to complement the safety standard. They provide a comparison of work products from the two stand-
ards, propose a translation between Evaluation Assurance Levels (EALs) and Automotive Safety Integrity Lev-
els (ASILs), based on their strictness and degree of formalism (cf. Figure 117), and redefine exposure as the 
probability that a driving scenario takes place in which a cyber-attack is possible. 

 

 

Figure 117: Comparison of integrity and assurance levels (Schmittner, et al., 2015b) 

 

(Taguchi, et al., 2015) presents several case patterns, called Safe & Sec case patterns, derived from process 
patterns, which integrate safety and security activities at the early stage of the system life-cycle. The Independ-
ent Case Pattern treats safety and security independently. The Subordinate Case Pattern (cf. Figure 118) re-
flects the safety point of view, i.e. security as a part of safety. The Uni-Directional Reference Case Pattern re-
lates to the (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 2014) standard, in which some outcomes in the 
safety assessment process flows to security risk assessment but not vice versa. The other two proposed pat-
terns are the Interrelated (Independent) Case Pattern and the Interrelated (SafSec) Case Pattern. 
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Figure 118: Subordinate case pattern (Taguchi, et al., 2015) 

 

(Braband, 2016) recalls that some recent incidents and analyses have indicated that possibly the vulnerability of 
IT systems in railway automation has been underestimated so far. Due to several trends, such as the use of 
commercial IT and communication systems or privatization, the threat potential has increased. This paper dis-
cusses the relation between Security Levels (SLs) from the ISA 99 / IEC 62443 standard series (cf. §3.2.3.4) 
and Safety Integrity Levels (SILs) from (CENELEC EN 50129, 2003) for safety systems. The four major new 
results are: (i) SL and SIL are completely different concepts, e. g. SL is a seven dimensional vector in contrast 
to the scalar SIL; (ii) There is no simple relationship between SL and SIL; (iii) SL 0 for safety-related systems is 
not acceptable; for safety systems, it is recommended to always take the requirements of SL 1 into account; (iv) 
A preliminary proposal for SL profiles has been made in order to master the complexity of potentially 16384 SL 
vectors. Table 3 gives a summary of which requirements for SL 1 are already covered or not relevant from a 
safety perspective. The annex gives a more detailed discussion including a comparison with SL2 requirements. 
The results should also hold for other related safety standards such as the IEC 61508 series, i.e. (IEC 61508-1, 
1998)- (IEC 61508-7, 2000). 
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Table 3: IT security requirements that are already covered or are irrelevant (Braband, 2016) 
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3 Overview of safety and security standards 

This section provides an overview of safety and security standards, which revises
47

, summarizes
48

 and com-
plements

49
 the state of the art already provided in chapter §3 of D3.4.1 (Faucogney, et al., 2014). 

According to the International Council on System Engineering (INCOSE, 2004), a standard is a document that 
establishes engineering and technical requirements (for products, processes, procedures, practices, and meth-
ods) that have been decreed by authority or adopted by consensus. Standards can be of two categories: de 
jure, or de facto. A de jure standard is an official standard with legal status; it is usually produced by a national 
or international organization which has no specific (biased to any one company) commercial interests. A de fac-
to standard is a standard (formal or informal) that has achieved a dominant position, by tradition, enforcement, 
or market dominance. 

Most of this state of the art relates to de facto standards because many domains are not subject to regulation. 
However, some parts of this safety and security overview are structured according to Regulatory documents 
versus their Acceptable Means of Compliance (AMC) and Guidance Material (GM). A regulation is a document 
providing binding legislative rules, which is adopted by an authority. Regulations are difficult to comply with “as 
is”, so AMC/GM are usually provided. 

                                                      
47

 The most recent editions of the standards have been added, and some errors have been corrected. 
48

 Fewer details are given for each standard. 
49

 The number of addressed standards is increased.  
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Safety 
Standards

Civil 
Aerospace

SAE ARP4754A Guidelines for Development of 
Civil Aircraft and Systems

Rail

Nuclear

CENELEC 50159 / IEC 62280-1 Railway 
applications - Communication, signalling and 
processing systems - Safety-related commu-

nication in closed/open transmission systems

IEC 61513 Nuclear power plants - Instrumentation and control 
important to safety - General requirements for systems 

Automative 
Domain

ISO 26262 Road vehicles -- 
Functional safety

Transverse

S + IEC 61508 ed2.0 Functional safety of 
electrical / electronic / programmable 

electronic safety-related systems

ISO 25119 Tractors and 
machinery for agricultural and 

forestry 

ISO 15998 Earth-moving 
machinery

ISO 6469 Electric road vehicle

ISO 23273 Fuel cell vehicle – 
Safety Specifications

Acceptable Means of 
Compliance

AC20-152

RTCA DO-160 Environmental Conditions and 
Test Procedures for Airborne Equipment

SAE ARP4761 Guidelines and Methods for 
Conducting the Safety Assessment Process on 

Civil Airborne Systems and Equipment

RTCA DO-178C Software Considerations in 
Airborne Systems and Equipment

RTCA DO-330 Software Tool Qualification 
Considerations

RTCA DO-331 Model-Based Development and 
Verification Supplement to DO178C and DO-

278A

RTCA DO-332 Object-Oriented Technology and 
Related Techniques Supplement to DO-178C 

and DO-278A

RTCA DO-333 Formal Methods Supplement to 
DO-178C and DO-278A

RTCA DO-254 Design Assurance Guidance for 
Airborne Electronic Hardware

EASA CS-25 Certification 
Specifications for Large 

Aeroplanes

EASA AMC25.1309 System 
Design and Analysis

CENELEC EN 50126 / IEC 62278 Railway 
applications – The specification and 

demonstration of RAMS

CENELEC EN 50129 / IEC 62425 Railway 
applications - Communication, signalling and 
processing systems - Safety related electronic 

systems for signalling

CENELEC EN 50128 / IEC 62279 Railway 
applications - Communications, signalling and 

processing systems - Software for railway 
control and protection systems

GermanyEBA

MIL-STD-882E Standard Practice for 
System Safety

DEF STAN 00-56 Safety Management 
Requirements for Defence Systems

Europe

De Jure Standard

Acceptable Means of 
Compliance

USA

EUROCAE ED-14G Environmental Conditions and 
Test Procedures for Airborne Equipment

De Jure Standard

EUROCAE ED-80 Design Assurance Guidance for 
Airborne Electronic Hardware

AC20-115C

FAR/JAR 25.1309 Large 
Aeroplanes

EUROCAE ED-79A Guidelines for Development 
of Civil Aircraft and Systems

EUROCAE ED-12C Software Considerations in 
Airborne Systems and Equipment

USA

UK

International

Europe and 
International

Basic Regulation EC N° 
1592/2002

14 CFR - Aeronautics and 
Space

14 CFR Part 25—
Airworthiness Standards: 

Transport Category Airplanes

FAA Advisory 
Circulars 

AC20-174

EUROCAE ED-109A Software Integrity Assurance 
Considerations for CNS/ATM Systems - Software 

Integrity Assurance

RTCA DO-278A Software Integrity Assurance 
Considerations for CNS/ATM Systems - Software 

Integrity Assurance

EUROCAE ED-153 Guidelines for ANS Software 
Safety Assurance

Space

ECSS-Q-ST-30C Space product 
assurance - Dependability

ECSS-Q-ST-40C Space product 
assurance - Safety

ECSS-Q-ST-80C Space product 
assurance - Software product 

assurance

De Jure 
Standards

Directive 2008/57/EC

EC M/483 EN

CENELEC EN 50155 / IEC 60571 Railway 
applications - Electronic equipment used on 

rolling stock

Medical

Acceptable 
Means of 

Compliance

Directive 90/385/EEC 

Directive 93/42/EEC 

Directive 98/79/EC 

Europe

USA

De Jure 
Standards

FDA 21 CFR 860

FDA 21 CFR 820

Acceptable 
Means of 

Compliance

Europe

International
IEC 62304 Medical device 
software - Software life 

cycle processes

IEC 60601-1-SER Medical 
electrical equipment - All 

parts

IEC 61226 Nuclear power plants - Instrumentation and control 
important to safety - Classification of instrumentation and 

control functions

IAEA NS-G-1.3 Instrumentation and Control Systems Important 
to Safety in Nuclear Power Plants - Safety Guide

IAEA SSR-2/1 Safety of nuclear power plants : design : specific 
safety requirements

System 
Level 

Standards

Software 
Level 

Standards

IEC 60880 Nuclear power plants - Instrumentation and control 
systems important to safety - Software aspects for computer-

based systems performing category A functions

IEC 62138 Nuclear power plants - Instrumentation and control 
important for safety - Software aspects for computer-based 

systems performing category B or C functions

IAEA NS-G-1.1 Software for computer based systems 
important to safety in nuclear power plants - safety guide

Process

IEC 61511-SER Functional safety – 
Safety instrumented systems for 

the process industry sector

 

Figure 119: Significant safety standards per application domains 
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This overview starts with safety standards (cf. §3.1) and proceeds with security standards (cf. §3.2). Standards 
that are relevant for both safety and security are described separately (cf. §3.3). With respect to our focus on 
safety and security co-engineering, our overview of safety standards is more extensive than the overview of 
security standards because the safety community is questioning itself with respect to security concerns, whilst 
the security community seems globally unconcerned by safety issues. This section closes on an analysis of the 
safety and security standards from the point of their evolution towards co-engineering safety and security (cf. 
§3.4). 

3.1 Overview of safety standards 
This section is organised per application domain, with a first section about transverse standards. The descrip-
tion of each standard is deliberately kept short

50
, but full references are given for the reader to access more 

details.  

3.1.1 Transverse safety standards 

The functional safety of electrical/electronic/programmable electronic (E/E/PE) safety-related systems (S + IEC 
61508, 2010) is a single-file 1000 pages compilation of the 7-part official IEC standard: parts 1 to 3 contain the 
requirements of the standard (normative), whilst parts 4 to 7 are guidelines and examples. It sets out a generic 
approach for all safety lifecycle activities for systems comprised of electrical and/or electronic and/or program-
mable electronic elements that are used to perform safety functions. This unified approach has been adopted in 
order that a rational and consistent technical policy be developed for all electrically-based safety-related sys-
tems. A major objective is to facilitate the development of product and application sector international standards 
based on the IEC 61508 series. 

 

 

Figure 120: Functional safety standards based on the IEC 61508 series 

This international standard: 

 adopts a risk-based approach by which the safety integrity level requirements can be determined; 

 introduces Safety Integrity Levels (SILs) for specifying the target level of safety integrity for the safety func-
tions to be implemented by the E/E/PE safety-related systems; 

 sets target failure measures for safety functions carried out by E/E/PE safety-related systems, which are 
linked to the safety integrity levels; 

 sets a lower limit on the target failure measures for a safety function carried out by a single E/E/PE safety-
related system; for E/E/PE safety-related systems operating in: 

▪ a low demand mode of operation, the lower limit is set at an average probability of a dangerous failure 
on demand of 10

–5
 per hour; 

▪ a high demand or a continuous mode of operation, the lower limit is set at an average frequency of a 
dangerous failure of 10

–9
 per hour; 

 sets requirements for the avoidance and control of systematic faults, which are based on experience and 
judgement from practical experience gained in industry; even though the probability of occurrence of sys-

                                                      
50

 A complementary review of safety standards is available in (CESAR D_SP1_R5.2_M1, 2009). For interested readers, (Lee, et al., 2014) 
provides a history of the families of DO-178 (commercial avionics), MIL-STD-882 (US Department of Defence), and DEF STAN 00-56 
(UK Ministry of Defence) standards. 
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tematic failures cannot in general be quantified the standard does, however, allow a claim to be made, for a 
specified safety function, that the target failure measure associated with the safety function can be consid-
ered to be achieved if all the requirements in the standard have been met; 

 introduces systematic capability which applies to an element with respect to its confidence that the system-
atic safety integrity meets the requirements of the specified safety integrity level; 

 adopts a broad range of principles, techniques and measures to achieve functional safety for E/E/PE safety-
related systems, but does not explicitly use the concept of fail-safe; however, the concepts of fail-safe and 
inherently safe principles may be applicable and adoption of such concepts is acceptable providing the re-
quirements of the relevant clauses in the standard are met. 

(TÜV Rheinland, 2015) is the internationally recognized certification authority for the IEC 61508 and related 
safety standards. (exida, 2015) is another firm that performs IEC 61508 and related certifications. 

(MIL-STD-882E, 2012) is the US Department of Defence standard practice for system safety. It is a key element 
of systems engineering, for both the programme manager and contractor, which provides a standard generic 
method for the identification and classification of hazards, and the mitigation of associated risks encountered in 
the development, test, production, use, and disposal of defence systems. It is in existence since 1969. 

The Safety Management Requirements for Defence Systems (DEF STAN 00-56, 2014) captures the require-
ments and guidance of the United Kingdom Ministry of Defence regarding the procurement, analysis, develop-
ment and operation of safety-critical systems. This standard is also widely credited as popularising the use of 
the safety case as a means of showing that a level of acceptable safety has been reached. 

3.1.2 Automotive safety standards  

3.1.2.1 Regulation 

The World Forum for Harmonization of Vehicle Regulations is a working party (WP.29) of the Inland Transport 
Division of the United Nations Economic Commission for Europe (UNECE). It is tasked with creating a uniform 
system of regulations, called UN Regulations, for vehicle design to facilitate international trade. The forum works 
on regulations covering vehicle safety, environmental protection, energy efficiency and theft-resistance. The 
work is recognized to varying degree by most countries except the United States. 

The Federal Motor Vehicle Safety Standards (FMVSS) are U.S. federal regulations specifying design, construc-
tion, performance, and durability requirements for motor vehicles and regulated safety-related components, sys-
tems, and design features. They are the U.S. counterpart to the UN Regulations developed by the World Forum 
for Harmonization of Vehicle Regulations. 

3.1.2.2 Acceptable means of compliance 

Road vehicles -- Functional safety 

The 10 parts Road vehicles -- Functional safety standard (ISO 26262-1, 2011) - (ISO 26262-10, 2012) is the 
adaptation of (S + IEC 61508, 2010) to comply with the automotive specific application related to Electric / Elec-
tronic systems. 

This international standard: 

 provides an automotive safety lifecycle including management, development, production, operation, service, 
and decommissioning, and supports tailoring the necessary activities during these lifecycle phases; 

 provides an automotive specific risk-based approach for determining risk classes: the Automotive Safety 
Integrity Levels (ASILs); 

 uses ASILs for specifying the item's necessary safety requirements for achieving an acceptable residual 
risk; 

 provides requirements for validation and confirmation measures to ensure a sufficient and acceptable level 
of safety being achieved. 

Tractors and machinery for agriculture and forestry -- Safety-related parts of control systems 

The 4 parts Tractors and machinery for agriculture and forestry -- Safety-related parts of control systems (ISO 
25119-1, 2010), (ISO 25119-2, 2010), (ISO 25119-3, 2010), (ISO 25119-4, 2010) is applicable to safety related 
parts of control systems used in tractors for agriculture and forestry, self-propelled ride-on machines and 
mounted, semi-mounted and trailed machines used in agriculture and municipal equipment (e.g. street sweep-
ing machine). 

Earth-moving machinery -- Machine-control systems using electronic components -- Performance criteria and 
tests for functional safety 
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The Earth-moving machinery -- Machine-Control Systems (MCS) using electronic components -- Performance 
criteria and tests for functional safety (ISO 15998, 2008) specifies performance criteria and tests for functional 
safety of safety-related MCS using electronic components in earth-moving machinery and its equipment. 

This standard does not present a safety process or list of methods, it refers directly to the withdrawn (IEC 
61508-1, 1998) - (IEC 61508-7, 2000) standard series for it, but it provides specific requirements for the specifi-
cation of MCS regarding physical environment (temperature, humidity…) and operating conditions (electromag-
netic, mech. vibration…). It also recommends specific tests (to meet the previous requirements): test of basic 
functions, entering in safe state test, functional test at operating temperature and humidity, Electromagnetic 
Compatibility test, and shock and vibration tests. 

Electrically propelled road vehicles -- Safety specifications 

The Electrically propelled road vehicles -- Safety specifications -- Part 1 (ISO 6469-1, 2009) specifies require-
ments for the on-board rechargeable energy storage systems (RESS) of electrically propelled road vehicles, 
including battery-electric vehicles (BEVs), fuel-cell vehicles (FCVs) and hybrid electric vehicles (HEVs), for the 
protection of persons inside and outside the vehicle and the vehicle environment. Flywheels are not included in 
the scope. The standard applies only to RESS in on-board voltage class B electric circuits for vehicle propul-
sion. 

Part 2 (ISO 6469-2, 2009) specifies requirements for operational safety means and protection against failures 
related to hazards specific to electrically propelled road vehicles, including BEVs, FCVs and HEVs, for the pro-
tection of persons inside and outside the vehicle and the vehicle environment. Requirements related to internal 
combustion engine systems of HEVs are not covered. The standard applies only if the maximum working volt-
age of the on-board electrical propulsion system is lower than the upper voltage class B limit. 

Part 3 (ISO 6469-3, 2011) specifies requirements for the electric propulsion systems and conductively connect-
ed auxiliary electric systems, if any, of electrically propelled road vehicles for the protection of persons inside 
and outside the vehicle against electric shock. It applies only to on-board electric circuits with maximum working 
voltages according to voltage class B. 

The three parts neither apply to motorcycles and vehicles not primarily intended as road vehicles, such as mate-
rial handling trucks or forklifts, not provide comprehensive safety information for manufacturing, maintenance 
and repair personnel. 

Fuel cell road vehicles -- Safety specifications 

The Fuel cell road vehicles -- Safety specifications -- Protection against hydrogen hazards for vehicles fuelled 
with compressed hydrogen standard (ISO 23273, 2013) specifies the essential requirements for fuel cell vehi-
cles (FCV) with respect to the protection of persons and the environment inside and outside the vehicle against 
hydrogen-related hazards. It applies only to such FCV where compressed hydrogen is used as fuel for the fuel 
cell system. It does not apply to manufacturing, maintenance and repair. The requirements address both normal 
operating (fault-free) and single-fault conditions of the vehicles. 

3.1.3 Aviation safety standards 

This section first provides a quick overview of the main regulations. Then, the acceptable means of compliance 
and guidance material are briefly described. 

Following a real need for international standards for air transport, the 1944 Chicago Conference developed the 
Convention on International Civil Aviation, which led to the foundation of the International Civil Aviation Organi-
sation (ICAO), in April 1947.  The objectives of the convention are: (i) a safe and orderly development of interna-
tional civil aviation; (ii) international Air transport services established on the basis of equality of opportunity and 
operated soundly and economically. Originally signed by 52 States, the principles and arrangements laid down 
in the Convention and its annexes are now ratified by 191 States. 
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Figure 121: EU and US Regulation Structures, an avionics point of view (Chevrel, 2014) 

ICAO regulation is implemented by its member States. The two main airworthiness authorities are (cf. Figure 
121): 

 the European Aviation Safety Agency (EASA); 

 the US Federal Aviation Authority (FAA). 

But there are many more national authorities that publish national regulations, e.g. the UK's Civil Aviation Au-
thority (CAA) and the Canadian Aviation Authority. 

The list of specific EASA and non-EASA aircraft types is contained in CAP 747 - "Mandatory Requirements for 
Airworthiness". CAP 747 also provides a statement of the general categories of aircraft that are excluded from 
European Regulations and so remain subject to National rules. 

3.1.3.1 European Aviation Safety Agency (EASA) Regulations 

On September 27
th
, 2002, entered into force Regulation (EC) N° 1592/2002 "Basic Regulation" of 15 July 2002 

on common rules in the field of civil aviation and establishing a European Aviation Safety Agency (EASA) with 
regulatory and executive tasks in the field of civilian aviation safety. EASA reached full functionality in 2008, 
taking over functions of the Joint Aviation Authorities (JAA). The Basic Regulation of 2002 was repealed by 
Regulation (EC) No 216/2008, which was itself amended by (Regulation (EC) No 1108, 2009). 

As part of its regulatory framework, the Agency issues Certification Specifications (CS), including Airworthiness 
Codes and Acceptable Means of Compliance (AMC), as well as Guidance Material (GM) for the application of 
the Basic Regulation and its implementing rules. CSs are used to demonstrate compliance with the Basic Regu-
lation and its implementing rules; these include, in particular: (i) airworthiness codes, which are standard tech-
nical interpretations of the airworthiness essential requirements contained in Annex I to the Basic Regulation; 
and (ii) acceptable means of compliance, which are non-exclusive means of demonstrating compliance with 
airworthiness codes or implementing rules. AMCs illustrate a means, but not the only means, by which a speci-
fication contained in an airworthiness code or a requirement of an implementing rule can be met; satisfactory 
demonstration of compliance using a published AMC shall provide for presumption of compliance with the relat-
ed specification or requirement; it is a way to facilitate certification tasks for the applicant and the competent 
authority. GM is issued by the Agency to assist in the understanding of the Basic Regulation, its implementing 
rules and CSs. 

The responsibilities of EASA include conducting analysis and research of safety, authorising foreign operators, 
giving advice for the drafting of EU legislation, implementing and monitoring safety rules (including inspections 
in the member states), giving Type Certification of aircraft and components as well as the approval of organisa-
tions involved in the design, manufacture and maintenance of aeronautical products. 

An overview of the regulations produced by EASA is given in Figure 122. Full details are available online 
(EASA, 2014). When available the corresponding AMC & GM are offered on this same view. 

It is impossible to cover all the regulations with their amendments and list of AMC & GM. For example, the sole 
list of Mandatory Continuing Airworthiness Information contains, at the date of writing this report, 9885 publica-
tions, applicable to all types of aircraft, the oldest applicable publication dating back to November 1957. 
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Figure 122: EASA regulation structure (EASA, 2014) 
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Of particular interest for this state of the art, from the avionics point of view, are the Certification Specifications 
and Acceptable Means of Compliance for Large Aeroplanes (EASA CS-25, 2014). Within this extensive docu-
ment (921 pages), parts CS 25.1309 Equipment, systems and installations, and AMC 25.1309 System Design 
and Analysis, broadly require that there must be an inverse relationship between the probability of a failure and 
its consequences (cf. Figure 70 on page 58). It is in this document that the 4-categories severity scale (i.e. mi-
nor, major, hazardous, catastrophic) was defined. CS 25.1309 recognises (EUROCAE ED-14G, 2011) / (RTCA 
DO-160G, 2010), (SAE ARP 4754A, 2010) / (EUROCAE ED-79A, 2010), and (SAE ARP 4754A, 2010) as ac-
ceptable means of compliance. 

 

Figure 123: EU Regulation Structures, an Air Traffic Control point of view (Pauly, 2014) 

From a ground-based Air Traffic Control perspective, the view over the same regulation framework is slight dif-
ferent, as pictured in Figure 123. The acceptable means of compliance of on-board avionics systems and 
ground-based CNS/ATM systems are detailed below, after a brief overview of the US Federal Aviation Regula-
tions. 

3.1.3.2 US Federal Aviation Regulations (FARs) 

The Federal Aviation Regulations (FARs) are rules prescribed by the Federal Aviation Administration (FAA) 
governing all aviation activities in the United States. The FARs are part of Title 14 - Aeronautics and Space of 
the Code of Federal Regulations (CFR). They are structured in 6 chapters and 1399 parts (cf. Figure 124) and 
are available online (14 CFR, 2014). A wide variety of activities are regulated, such as aircraft design and 
maintenance, typical airline flights, pilot training activities, hot-air ballooning, lighter-than-air aircraft, man-made 
structure heights, obstruction lighting and marking, and even model rocket launches, model aircraft operation, 
and kite flying. The rules are designed to promote safe aviation, protecting pilots, flight attendants, passengers 
and the general public from unnecessary risk. 

 

Figure 124: US Federal Aviation Regulations (FARs) 

Note: since 1958, the Federal Aviation Regulations have typically been referred to as "FARs". However, another 
set of regulations (Title 48) is titled "Federal Acquisitions Regulations", and this has led to confusion with the 
use of the acronym "FAR". Therefore, the FAA has begun to refer to specific regulations by the term "14 CFR 
part XX". 

Of particular interest for this state of the art is 14 CFR Part 25—Airworthiness Standards: Transport Category 
Airplanes. 

Via Advisory Circular AC20-174, the FAA recognises (SAE ARP 4754A, 2010) the Society of Automotive Engi-
neers (SAE) Aerospace Recommended Practice (ARP) 4754A, Guidelines for Development of Civil Aircraft and 
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Systems, dated December 21, 2010, as an acceptable method for establishing a development assurance pro-
cess. 

Via Advisory Circular AC20-115C, the FAA recognises (RTCA DO-178C, 2011), (RTCA DO-330, 2011), (RTCA 
DO-331, 2011), (RTCA DO-332, 2011) and (RTCA DO-333, 2011) as acceptable means

51
 for showing compli-

ance with the applicable airworthiness regulations for the software aspects of airborne systems and equipment 
certification. 

Via Advisory Circular AC20-152, the FAA recognises (RTCA DO-254, 2000) as acceptable means for showing 
compliance with hardware design assurance levels A, B, and C for manufacturers and installers of products or 
appliances incorporating complex custom micro-coded components. 

3.1.3.3 Means of compliance for on-board avionics systems 

(RTCA DO-178C, 2011) and (RTCA DO-254, 2000), with their European counterparts (EUROCAE ED-12C, 
2012) and (EUROCAE ED-80, 2000), are the two main de facto standards for developing avionics as part of a 
commercial civil airplane type certificate. Besides being respectively for software and hardware, both documents 
are very similar. 

 

Figure 125: Relation between standards in the avionics domain (SAE ARP 4754A, 2010) 

(RTCA DO-178C, 2011) / (EUROCAE ED-12C, 2012) provide recommendations for the production of software 
for airborne systems and equipment that performs its intended function with a level of confidence in safety that 
complies with airworthiness requirements. They are process-based software development assurance standards 
that define five software criticality levels, a.k.a. Development Assurance Levels (DALs), from E to A upwards. 
Through a DAL dependent set of activities, quality objectives and development work products, the standards 
strive to ensure that all the system requirements allocated to a given piece of software are implemented in the 
executable code loaded in a defined equipment, and nothing else, i.e. no dead code, no unintended function. 

(RTCA DO-254, 2000) / (EUROCAE ED-80, 2000) provide guidance to be used by aircraft manufacturers and 
suppliers of electronic hardware items used in aircraft systems. These documents are similar to their software 
counterparts (see above). The assurance level is also defined as A, B, C, D or E. 

(SAE ARP 4754A, 2010) / (EUROCAE ED-79A, 2010) have for main goal ensuring that the aircraft functions are 
correct and complete. They provide additional certification considerations for highly integrated or complex air-
craft systems. They address the total life cycle for systems that implement aircraft level functions. They exclude 
specific coverage of detailed systems, software and hardware design processes beyond those of significance in 
establishing the safety of the implemented system. The process includes validating requirements and verifying 
that requirements are met, together with the necessary configuration management and process assurance ac-
tivities. As development assurance level assignments are dependent on classification of failure conditions, the 
safety analysis process is used in conjunction with the development assurance process to identify failure condi-
tions and severity classifications which are used to derive the level of rigor required for development. The level 
of validation and verification rigor is determined by the function development assurance level(s) for the aircraft 
or system (FDAL) and item development assurance level(s) for the item (IDAL). 
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(SAE ARP 4761A, 2004) provides guidelines to perform the safety assessment for certification of civil aircraft, 
consisting of a Functional Hazard Assessment (FHA), a Preliminary System Safety Assessment (PSSA), and a 
System Safety Assessment (SSA). It also presents information on the safety analysis methods needed to con-
duct the safety assessment. 

(EUROCAE ED-14G, 2011) / (RTCA DO-160G, 2010) provide standard procedures and environmental test cri-
teria for testing airborne equipment for the entire spectrum of aircraft. 

3.1.3.4 Means of compliance for ground-based CNS/ATM systems 

For the development of ground-based Communication, Navigation, Surveillance (CNS) and Air Traffic Manage-
ment (ATM) systems, there are two key standards: (EUROCAE ED-109A, 2012) / (RTCA DO-278A, 2011) and 
(EUROCAE ED-153, 2009). 

(EUROCAE ED-109A, 2012) / (RTCA DO-278A, 2011) are the ground-based complements to the (EUROCAE 
ED-12C, 2012) / (RTCA DO-178C, 2011) airborne standards (cf. Figure 126). The standards define a set of 
objectives recommended to establish assurance that the developed non-airborne CNS/ATM software has the 
integrity needed for use in a safety-related application. The guidelines are in the form of: (i) objectives of soft-
ware life cycle processes; (ii) description of activities and design considerations for achieving these objectives; 
(iii) description of the evidence that indicate that the objectives have been satisfied. The documents discuss 
those aspects of certification that pertain to the production of software for ground based avionics systems and 
used in CNS or ATM equipment. 

 

Figure 126: Mapping of levels between ground and airborne software safety standards 

(EUROCAE ED-153, 2009) applies to software that forms part of an Air Navigation Service (ANS) system. The 
scope of this standard extends to the overall lifecycle of software within an ANS system; however this document 
considers aircraft software out of scope and is therefore limited to the “ground” segment of ANS. This document 
assumes that a risk assessment and mitigation process has been undertaken along with an a priori system 
(where system includes people, procedure and equipment) safety assessment (e.g. a SAM-FHA and SAM-
PSSA) with the results forming an input to this document. This document covers: (i) guidance for an ANSP to 
establish a software safety assurance system; (ii) guidance for software suppliers on the necessary software 
safety assurance regarding products and processes; (iii) a reference against which stakeholders can assess 
their own practices for software safety assurance of: specification, design, development, operation, mainte-
nance, and decommissioning; (iv) a software assurance process that will promote interoperability through its 
common application to ANS software development. 

3.1.3.5 Other means of compliance for both on-board avionics systems and ground-based CNS/ATM 
systems 

(RTCA DO-330, 2011) / (EUROCAE ED-215, 2012) provide software tool qualification guidance for airborne and 
ground-based software. They explain the process and objectives for qualifying tools. They may also be used by 
other domains, such as automotive, space, systems, electronic hardware, aeronautical databases and safety 
assessment processes. 

(RTCA DO-331, 2011) / (EUROCAE ED-218, 2012) contain modifications and additions to (RTCA DO-178C, 
2011) / (EUROCAE ED-12C, 2012) and (RTCA DO-278A, 2011) / (EUROCAE ED-109A, 2012) objectives, ac-
tivities, explanatory text and software life cycle data that should be addressed when model-based development 
and verification are used as part of the software life cycle. This includes the artefacts that would be expressed 
using models and the verification evidence that could be derived from them. Therefore, these supplements also 
apply to the models developed in the system process that define software requirements or software architec-
ture. 

(RTCA DO-332, 2011) / (EUROCAE ED-217, 2012) identify the additions, modifications and deletions to (RTCA 
DO-178C, 2011) / (EUROCAE ED-12C, 2012) and (RTCA DO-278A, 2011) / (EUROCAE ED-109A, 2012) ob-
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jectives when object-oriented technology or related techniques are used as part of the software development life 
cycle and additional guidance is required. These supplements, in conjunction with (RTCA DO-178C, 2011) / 
(EUROCAE ED-12C, 2012), are intended to provide a common framework for the evaluation and acceptance of 
object-oriented technology (OOT) and related techniques-based systems. 

(RTCA DO-333, 2011) / (EUROCAE ED-216, 2012) identify the additions, modifications and substitutions to 
(RTCA DO-178C, 2011) / (EUROCAE ED-12C, 2012) and (RTCA DO-278A, 2011) / (EUROCAE ED-109A, 
2012) objectives when formal methods are used as part of a software life cycle, and additional guidance is re-
quired. 

3.1.4 Space safety standards 

All European Cooperation on Space Standardization (ECSS) standard are available on-line at (ECSS Web 
page, 2014).The three main space safety standards are (ECSS-Q-ST-30C, 2009), (ECSS-Q-ST-40C, 2009) and 
(ECSS-Q-ST-80C, 2009).  

(ECSS-Q-ST-30C, 2009) defines the dependability assurance programme and the dependability requirements 
for space systems. Dependability assurance is a continuous and iterative process throughout the project life 
cycle. The ECSS dependability policy for space projects is applied by implementing a dependability assurance 
programme, which comprises: (i) identification of all technical risks with respect to functional needs which can 

lead to non‐compliance with dependability requirements; (ii) application of analysis and design methods to en-
sure that dependability targets are met; (iii) optimization of the overall cost and schedule; (iv) inputs to serial 
production activities. The dependability requirements for functions implemented in software, and the interaction 
between hardware and software, are identified in this standard. The requirements for the product assurance of 
software are defined in (ECSS-Q-ST-80C, 2009). The dependability assurance programme supports the project 
risk management process as described in (ECSS-Q-ST-80C, 2009). 

(ECSS-Q-ST-40C, 2009) defines the safety programme and the safety technical requirements aiming at protect-
ing flight and ground personnel, the launch vehicle, associated payloads, ground support equipment, the gen-
eral public, public and private property, the space system and associated segments and the environment from 
hazards associated with European space systems. This standard is applicable to all European space projects. 
This standard may be tailored for the specific characteristic and constraints of a space project in conformance 

with ECSS‐S‐ST‐00. 

(ECSS-Q-ST-80C, 2009) defines a set of software product assurance requirements to be used for the develop-
ment and maintenance of software for space systems. Space systems include manned and unmanned space-
craft, launchers, payloads, experiments and their associated ground equipment and facilities. Software includes 

the software component of firmware. This standard also applies to the development or reuse of non‐deliverable 
software which affects the quality of the deliverable product or service provided by a space system, if the ser-
vice is implemented by software. It interfaces with space engineering and management, which are addressed in 
the Engineering (‐E) and Management (‐M) branches of the ECSS System, and explains how they relate to the 
software product assurance processes. This standard may be tailored for the specific characteristic and con-

strains of a space project in conformance with ECSS‐S‐ST‐00. Tailoring of this standard to a specific business 
agreement or project, when software product assurance requirements are prepared, is also addressed. 

Other relevant standards include: 

 ECSS-E-ST-32-10C Rev.1 Structural factors of safety for spaceflight hardware; 

 ECSS-Q-ST-20-07C Quality and safety assurance for space test centres; 

 ECSS‐Q‐ST‐30‐02C Space product assurance — Failure modes, effects, and criticality analysis (FMECA); 

 ECSS‐Q‐ST‐30‐11C Rev.1 Space product assurance — Derating - EEE components; 

 ECSS‐Q‐ST‐40‐02C Space product assurance – Hazard analysis; 

 ECSS‐Q‐ST‐40‐12 Space product assurance — Fault tree analysis, Adoption notice ECSS/IEC 61025; 

 ECSS‐M‐ST‐80 Space project management – Risk management; 

 ISO 14620‐1:2002 Space systems — Safety requirements — Part 1: System safety; 

 ISO 14620‐2:2011 Space systems — Safety requirements — Part 2: Launch site operations; 

 ISO 14620‐3:2005 Space systems — Safety requirements — Part 3: Flight safety systems. 

3.1.5 Railway safety standards 

3.1.5.1 Regulation 

The European railway interoperability Directive 2008/57/EC of 17 June 2008 (Directive 2008/57/EC, 2008) sets 
out the conditions to be met to achieve interoperability within the Union rail system. These conditions concern 
the design, construction, placing in service, upgrading, renewal, operation and maintenance of the parts of this 
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system as well as the professional qualifications and health and safety conditions of the staff who contribute to 
its operation and maintenance. This Directive repeals Directive 96/48/EC on the interoperability of the European 
high-speed rail system and Directive 2001/16/EC on the interoperability of the European conventional rail sys-
tem. 

Mandates, also called standardization requests, are the mechanism by which the European Commission (EC) 
and the EFTA Secretariat request the European Standards Organizations (ESOs) to develop and adopt Euro-
pean standards in support of European policies and legislation. 

 

 

Figure 127: Traceability between CENELEC and IEC standards 

 

Through mandate (EC M/483 EN, 2011) CEN, CENELEC and ETSI were asked to draw up a common stand-
ardisation programme in support of (Directive 2008/57/EC, 2008) and to undertake to produce the identified 
standards. As such, the European EN5012x family of railway standards including (CENELEC EN 50126-1, 
2010), (CENELEC EN 50128, 2014), (CENELEC EN 50129, 2010), (CENELEC EN 50155, 2012) and 
(CENELEC EN 20159, 2010) have been developed by the European Committee for Electro-technical Standard-
ization as acceptable means of compliance for (Directive 2008/57/EC, 2008). These European standards apply 
to both heavy rail systems and light rail and urban mass transportation including people mover systems. Their 
IEC counterparts (cf. Figure 127) give then an international aura. 

3.1.5.2 Acceptable means of compliance 

(CENELEC EN 50126-1, 2010) defines RAMS in terms of reliability, availability, maintainability and safety and 
their interaction; defines a process, based on the system lifecycle and tasks within it, for managing RAMS; ena-
bles conflicts between RAMS elements to be controlled and managed effectively; defines a systematic process 
for specifying requirements for RAMS and demonstrating that these requirements are achieved; addresses rail-
way specifics; does not define RAMS targets, quantities, requirements or solutions for specific railway applica-
tions; does not specify requirements for ensuring system security; does not define rules or processes pertaining 
to the certification of railway products against the requirements of this standard; does not define an approval 
process by the safety regulatory authority. This European Standard is applicable: to the specification and 
demonstration of RAMS for all railway applications and at all levels of such an application, as appropriate, from 
complete railway routes to major systems within a railway route, and to individual and combined sub-systems 
and components within these major systems, including those containing software; in particular: to new systems; 
to new systems integrated into existing systems in operation prior to the creation of this standard, although it is 
not generally applicable to other aspects of the existing system; to modifications of existing systems in operation 
prior to the creation of this standard, although it is not generally applicable to other aspects of the existing sys-
tem at all relevant phases of the lifecycle of an application; for use by Railway Authorities and the railway sup-
port industry. 

 

 

Figure 128: The European EN5012x family of railway signalling standards 

 

(CENELEC EN 50128, 2014) specifies procedures and technical requirements for the development of pro-
grammable electronic systems for use in railway control and protection applications. It is aimed for use in any 



D3.4.3 Recommendations for Security and Safety Co-engineering MERgE ITEA2 Project # 11011 

  103 / 166 

 

area where there are safety implications. These may range from the very critical, such as safety signalling to the 
non-critical, such as management information systems. These systems may be implemented using dedicated 
microprocessors, programmable logic controllers, multiprocessor distributed systems, larger scale central pro-
cessor systems or other architectures. 

(CENELEC EN 50129, 2010) applies to the specification, design, construction, installation, acceptance, opera-
tion, maintenance and modification / extension phases of complete signalling systems, and also to individual 
sub-systems and equipment within the complete system. The hazard analysis and risk assessment processes 
defined in (CENELEC EN 50126-1, 2010) and this standard are necessary for all railway signalling systems / 
sub-systems / equipment, in order to identify any safety requirements. 

(CENELEC EN 50155, 2012) applies to all electronic equipment for control, regulation, protection, supply, etc., 
installed on rail vehicles and associated with either the accumulator battery of the vehicle or a low voltage power 
supply source with or without a direct connection to the contact system (transformer, potentiometer device, aux-
iliary supply); with the exception of electronic power circuits, which conform to EN 50207. This standard covers 
the conditions of operation, design, construction, and testing of electronic equipment, as well as basic hardware 
and software requirements considered necessary for competent, reliable equipment. Specific requirements re-
lated to practices necessary to assure defined levels of functional safety are to be determined in accordance 
with §4.6.3.1 and §4.6.3.2 of (CENELEC EN 50126-1, 2010) and its informative Annex A. Software safety integ-
rity level of 1 or higher shall only be considered when it is shown that a residual safety risk remains and that it 
has to be carried by the software driven programmable electronic system. In such a case, (CENELEC EN 
50128, 2014) is applicable. For the purpose of this standard, electronic equipment is defined as equipment 
mainly composed of semiconductor devices and recognized associated components. These components will 
mainly be mounted on printed boards. 

(CENELEC EN 20159, 2010) is applicable to safety-related electronic systems using for digital communication 
purposes a transmission system which was not necessarily designed for safety-related applications and which is 
– under the control of the designer and fixed during the lifetime, or – partly unknown or not fixed, however unau-
thorised access can be excluded, or – not under the control of the designer, and also unauthorised access has 
to be considered. Both safety-related equipment and non-safety-related equipment can be connected to the 
transmission system. This standard gives the basic requirements needed to achieve safety-related communica-
tion between safety-related equipment connected to the transmission system. This European standard is appli-
cable to the safety requirement specification of the safety-related equipment connected to the transmission sys-
tem, in order to obtain the allocated safety integrity requirements. Safety requirements are generally implement-
ed in the safety-related equipment, designed according to (CENELEC EN 50129, 2010). In certain cases these 
requirements may be implemented in other equipment of the transmission system, as long as there is control by 
safety measures to meet the allocated safety integrity requirements. The safety requirement specification is a 
precondition of the safety case of a safety-related electronic system for which the required evidence is defined 
in (CENELEC EN 50129, 2010). Evidence of safety management and quality management has to be taken from 
the latter. The communication-related requirements for evidence of functional and technical safety are the sub-
ject of this standard. 

(IEC 62278, 2002) provides Railway Authorities and railway support industry with a process which will enable 
the implementation of a consistent approach to the management of reliability, availability, maintainability and 
safety, denoted by the acronym RAMS. Processes for the specification and demonstration of RAMS require-
ments are the cornerstones of this standard. This standard aims to promote a common understanding and ap-
proach to the management of RAMS. 

3.1.6 Medical devices safety standards 

A medical device is an instrument, apparatus, implant, in vitro reagent, or similar or related article that is used to 
diagnose, prevent, or treat disease or other conditions, and does not achieve its purposes through chemical 
action within or on the body (which would make it a drug). 

3.1.6.1 Regulation 

Rules that relate to safety and performance of medical devices were harmonised in the EU in the 1990s. The 
New Approach was defined in a European Council Resolution of May 1985 

In Europe, the core legal framework consists of three directives (EC DG Health & Consumers, 2014) elaborated 
in the 90s: (i) Directive 90/385/EEC regarding active implantable medical devices; (ii) Directive 93/42/EEC re-
garding medical devices; and (iii) Directive 98/79/EC regarding in vitro diagnostic medical devices. These three 
main directives have been supplemented over time by several modifying and implementing directives, including 
Directive 2007/47 EC, and in September 2012, new legislation aimed at enhancing safety, traceability, and 
transparency. 
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In the US, Title 21 of the Code of Federal Regulations (CFR) is reserved for rules of the Food and Drug Admin-
istration (FDA). The classification of medical devices is described under (21 CFR 860, 2014), whilst a series of 
guidance for industry in provided under (21 CFR 820, 2014). 

3.1.6.2 Acceptable means of compliance  

(IEC 62304, 2006) defines the life cycle requirements for medical device software. The set of processes, activi-
ties, and tasks described in this standard establishes a common framework for medical device software life cy-
cle processes. It applies to the development and maintenance of medical device software when software is itself 
a medical device or when software is an embedded or integral part of the final medical device. This standard 
does not cover validation and final release of the medical device, even when the medical device consists entire-
ly of software. 

 

 

Figure 129: Some safety standards for medical devices 

As shown in Figure 120 on page 93, (IEC 60601-1-SER, 2014) is one of the domain specific standard derived 
from (S + IEC 61508, 2010). It groups in its 1368 pages a set of technical standards for the safety and effective-
ness of medical electrical equipment, consisting of a general standard, about 10 collateral standards, and about 
60 particular standards. It has become a widely accepted benchmark for medical electrical equipment and com-
pliance with the general standard has become a requirement for the commercialisation of electrical medical 
equipment in many countries. 

Recognizing that medical devices are incorporated into IT-networks to achieve desirable benefits (for example, 
interoperability), (IEC 80001-1, 2010) defines the roles, responsibilities and activities that are necessary for risk 
management of IT-networks incorporating medical devices to address safety, effectiveness and data and sys-
tem security (the key properties). It does not specify acceptable risk levels. It applies after a medical device has 
been acquired by a responsible organization and is a candidate for incorporation into an IT-network. It applies 
throughout the life cycle of IT-networks incorporating medical devices. The standard applies where there is no 
single medical device manufacturer assuming responsibility for addressing the key properties of the IT-network 
incorporating a medical device. It applies to responsible organizations, medical device manufacturers and pro-
viders of other information technology for the purpose of risk management of an IT-network incorporating medi-
cal devices as specified by the responsible organization. It does not apply to personal use applications where 
the patient, operator and responsible organization are one and the same person. 

(ISO 14971, 2007) specifies a process for a manufacturer to identify the hazards associated with medical devic-
es, including in vitro diagnostic medical devices, to estimate and evaluate the associated risks, to control these 
risks, and to monitor the effectiveness of the controls. The requirements are applicable to all stages of the life-
cycle of a medical device. 

3.1.7 Nuclear safety standards 

At system level, the main international standards are (IEC 61226, 2009), (IEC 61513, 2011), (IAEA NS-G-1.3, 
2002) and (IAEA SSR-2/1, 2012)

52
. At software level, the main international standards are (IEC 60880, 2006), 

(IEC 62138, 2004) and (IAEA NS-G-1.1, 2000). 

(IEC 61226, 2009) establishes a method of classification of the information and command functions for nuclear 
power plants, and the instrumentation and control systems and equipment that provide those functions, into 
categories that designate the importance to safety of the function. The resulting classification then determines 
relevant design criteria. It is applicable to all the information and command functions and the instrumentation 
and control systems and equipment that provide those functions. 

Instrumentation and control (I&C) systems important to safety may be implemented using conventional hard-
wired equipment, computer-based (CB) equipment or by using a combination of both types of equipment. (IEC 
61513, 2011) provides requirements and recommendations for the overall I&C architecture which may contain 
either or both technologies. It refers directly to other IEC SC 45A standards for general topics related to catego-
rization of functions and classification of systems, qualification, separation of systems, defence against common 
cause failure, software aspects of computer-based systems, hardware aspects of computer-based systems, and 
control room design. The standards referenced directly at this second level should be considered together with 
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(IEC 61513, 2011) as a consistent document set. At a third level, IEC SC 45A standards not directly referenced 
by (IEC 61513, 2011) are standards related to specific equipment, technical methods, or specific activities. Usu-
ally these documents, which make reference to second-level documents for general topics, can be used on their 
own. A fourth level extending the IEC SC 45A standard series corresponds to the Technical Reports which are 
not normative. 

(IEC 61513, 2011) calls for the establishment of an overall security plan to specify the procedural and technical 
measures to be taken to protect the architecture of I&C systems from digital attacks that may jeopardise func-
tions important to safety. For more details, please refer to (IEC 62645, 2014) as described in §3.2.5. 

(IAEA SSR-2/1, 2012) establishes design requirements for the structures, systems and components of a nuclear 
power plant, as well as for procedures and organizational processes important to safety, that are required to be 
met for safe operation and for preventing events that could compromise safety, or for mitigating the conse-
quences of such events, were they to occur. This publication is intended for use by organizations involved in 
design, manufacture, construction, modification, maintenance, operation and decommissioning for nuclear pow-
er plants, in analysis, verification and review and in the provision of technical support, as well as by regulatory 
bodies. 

(IAEA NS-G-1.3, 2002) provides general guidance on I&C systems important to safety which is broadly applica-
ble to many nuclear power plants. More detailed requirements and limitations for safe operation specific to a 
particular plant type should be established as part of the design process. The present guidance is focused on 
the design principles for systems important to safety that warrant particular attention, and should be applied to 
both the design of new I&C systems and the modernization of existing systems. Guidance is provided on how 
design principles should be applied, on the basis of a method of classifying systems by their importance to safe-
ty. 

(IAEA NS-R-1, 2000) establishes safety requirements that define the elements necessary to ensure nuclear 
safety. These requirements are applicable to safety functions and the associated structures, systems and com-
ponents, as well as to procedures important to safety in nuclear power plants. 

(IEC 60880, 2006) provides requirements for the software of computer-based instrumentation and control (I&C) 
systems of nuclear power plants performing functions of safety category A as defined by (IEC 61226, 2009). 
The standard provides requirements for the purpose of achieving highly reliable software. It addresses each 
stage of software generation and documentation, including requirements specification, design, implementation, 
verification, validation and operation. 

(IEC 62138, 2004) provides requirements for the software of computer-based I&C systems performing functions 
of safety category B or C as defined by (IEC 61226, 2009). This standard complements (IEC 60880, 2006), 
which provides requirements for the software of computer-based I&C systems performing functions of safety 
category A. It is also consistent with, and complementary to (IEC 61513, 2011). 

(IAEA NS-G-1.1, 2000) provides guidance on the collection of evidence and preparation of documentation to be 
used in the safety demonstration for the software for computer based systems important to safety in nuclear 
power plants, for all phases of the system life cycle. 

3.1.8 Process industry safety standards 

The Functional safety - Safety instrumented systems for the process industry sector (IEC 61511-SER, 2004) 
standard comprises 3 parts. This standard has been developed as a process sector implementation of (S + IEC 
61508, 2010). Part 1 gives requirements for the specification, design, installation, operation and maintenance of 
a safety instrumented system, so that it can be confidently entrusted to place and / or maintain the process in a 
safe state. Part 2 provides guidance on the specification, design, installation, operation and maintenance of 
Safety Instrumented Functions and related safety instrumented system as defined in Part 1. Part 3 provides 
information on the underlying concepts of risk, the relationship of risk to safety integrity, the determination of 
tolerable risk, a number of different methods that enable the safety integrity levels for the safety instrumented 
functions to be determined. 

3.2 Overview of security standards  

3.2.1 Regulation 

(Obama, 2013) establishes that it is the Policy of the United States to enhance the security and resilience of the 
Nation’s critical infrastructure and to maintain a cyber-environment that encourages efficiency, innovation, and 
economic prosperity while promoting safety, security, business confidentiality, privacy, and civil liberties. This 
Executive Order is at the origin of the creation of the (NIST Cybersecurity Framework, 2014), cf. §3.2.3, with 

significant impacts on the overall security engineering domain, e.g. (Boeing Cybersecurity Framework, 2013). 
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In Europe, security is a National sovereignty prerogative, therefore, to our knowledge, there is no relevant regu-
lation, with the exception of regulation related to privacy, including the processing of personal data and the free 
movement of such data (Directive 95/46/EC, 1995), (EU COM(2012) 11 final, 2012). In that respect, it is inter-
esting to see that a number of industrial standards are emerging in advance to the regulation.  

3.2.1.1 Aerospace domain specific regulation 

Aircraft type certification currently acts in the absence of comprehensive rules and guidance for how cyber-
security affects safety. The FAA and EASA use ad-hoc processes, typically in the form of Special Conditions to 
address specific security concerns for specific aircraft model, e.g. for the Boeing 787-8 whose digital systems 
architecture may allow connection to and access from external sources and airline operator networks to the 
previously isolated Aircraft Control Domain and Airline Information Domain (25-356-SC, 2008), (25-357-SC, 
2007). Thus, these Special Conditions establish new requirements for: (i) the protection of the Aircraft Control 
Domain and Airline Information Domain systems, hardware, software, and databases from unauthorized access; 
(ii) the protection of field-loadable software applications and databases that are electronically transmitted from 
external sources to the on-aircraft networks and storage devices, and used within the Aircraft Control Domain 
and Airline Information Domain; and (iii) the test and evaluation of security protection means and change control 
procedures of aircraft systems, hardware, software, and databases, especially for critical systems and those 
areas that could affect safety of flight. 

Another set of regulations, related to Civil Aviation Security, is available under (49 CFR XII-C, 2014). This regu-
lation is referenced by 14 CFR Part 121 - Operating Requirements: Domestic, Flag, and Supplemental Opera-
tions (14 CFR, 2014), but it deals essentially with physical security. 

3.2.2 Scope 

The number of international and national security standards is rather overwhelming (cf. Figure 130 and Figure 
131). 
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Figure 130: Some significant security standards 

To keep this state of the art within reasonable bounds, this overview only encompasses the standards that have 
been cited elsewhere in this document, and in particular in the research state of the art (cf. §2), thus addressing 
only those standards for which some form of integration has been envisaged by the safety and / or security 
communities. 
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Risk management 
standards

Country Specific 
Risk Management 

Methods

International

NIST SP 800-30 Guide for Conducting 
Risk Assessments

ISO/IEC Guide 73 Risk management – 
Vocabulary – Guidelines for Use in 

Standards 

ISO 31000 Risk management -- Principles 
and guidelines

IEC 31010 Risk management -- Risk 
assessment techniques

OMG UML-QoS-FT Profile for modelling 
quality of service and fault tolerance 

characteristics and mechanisms

France

USA

UK

Czech 
Republic

EBIOS - Expression of the 
Needs and Identification of 

Security Objectives

OCTAVE - Operationally 
Critical Threat, Asset and 
Vulnerability Evaluation

CRAMM - CCTA Risk Analysis 
and Management Method

Microsoft SRM - Security Risk 
Management (incl. DREAD & 

STRIDE)

Norway CORAS 

Canada

Harmonized TRA - Threat and 
Risk Assessment

Spain Magerit

Czech methodology

NASA DDP - Defect Detection 
and Prevention

ISF - Information 
Security Forum 

FIRM - Fundamental Information Risk 
Management

SARA - Simple to Apply Risk Analysis

SPRINT - Simplified Process for Risk 
Identification

MEHARI - Méthode 
harmonisée d'analyse de risque

DNDAF SecV

TVA - Threat and 
Vulnerability 
Assessment

CVSS - Common Vulnerability Scoring 
System

CVE - Common Enumeration of 
Vulnerabilities and Exposures

CAPEC - Common Attack Pattern 
Enumeration and Classification 

ISO/IEC 27005 Information technology -- 
Security techniques -- Information 

security risk management

NIST SP 800-39 Managing information 
security risk - organization, mission and 

information system view

 

Figure 131: Some significant (security) risk management standards 

3.2.3 Cross-domain standards 

3.2.3.1 Cyber-security frameworks 

The (NIST Cybersecurity Framework, 2014) was published as a result of Executive Order 13636 (Obama, 
2013). It focuses on using business drivers to guide cyber-security activities and considering cyber-security risks 
as part of the organization’s risk management processes. The framework consists of three parts: the Framework 
Core, the Framework Profile, and the Framework Implementation Tiers. The Framework Core is a set of cyber-
security activities, outcomes, and informative references that are common across critical infrastructure sectors, 
providing the detailed guidance for developing individual organizational Profiles. Through use of the Profiles, the 
Framework will help organizations align the cyber-security activities with their business requirements, risk toler-
ances, and resources. The Tiers provide a mechanism for organizations to view and understand the characteris-
tics of their approach to managing cyber-security risk. 

3.2.3.2 Security evaluation standards and related documents 

The root of the activities on security evaluation can be traced back to the development of Trusted Computer 
System Evaluation Criteria (TCSEC, 1985), a.k.a. the Orange Book, by the US National Computer Security 
Council (NCSC), which was then adopted by the US DoD. The document is mainly concerned by the data confi-
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dentiality problem, considering data integrity and availability as secondary issues. This was a typical military 
approach at the release time of these criteria. 

In Europe, around the end of the 1980s, some countries started defining their own national security evaluation 
programs, developing and publishing country-specific security evaluation criteria. Later, with the support of the 
European Commission, the Information Technology Security Evaluation Criteria (ITSEC, 1991) was derived as a 
harmonised approach from the schemes that had been defined in the UK, France, Germany and the Nether-
lands. 

Together (TCSEC, 1985) and (ITSEC, 1991) were the major input documents for the Common Criteria (ISO/IEC 
15408-1, 1999), (ISO/IEC 15408-2, 1999), (ISO/IEC 15408-3, 1999), in which the IT Security Evaluation ap-
proaches of North America and Europe were harmonised. 

(ISO/IEC 15408-1, 2009) establishes the general concepts and principles of IT security evaluation and specifies 
the general model of evaluation given by various parts of ISO/IEC 15408 which in its entirety is meant to be 
used as the basis for evaluation of security properties of IT products. Part 1 describes the various parts of 
ISO/IEC 15408, defines the terms and abbreviations to be used, establishes the core concepts of a Target of 
Evaluation (TOE) and evaluation context, and describes the audience to which the evaluation criteria are ad-
dressed. An introduction to the basic security concepts necessary for evaluation of IT products is also given. 
Part 1 defines the various operations by which the functional and assurance components given in (ISO/IEC 
15408-2, 2008) and (ISO/IEC 15408-3, 2008) may be tailored through the use of permitted operations. The key 
concepts of Protection Profiles (PP), packages of security requirements and the topic of conformance are speci-
fied and the consequences of evaluation and evaluation results are described. (ISO/IEC 15408-1, 2009) gives 
guidelines for the specification of Security Targets (ST) and provides a description of the organization of com-
ponents throughout the model. General information about the evaluation methodology is given in (ISO/IEC 
18045, 2008) and the scope of evaluation schemes is provided. 

(ISO/IEC 15408-2, 2008) defines the content and presentation of the security functional requirements to be as-
sessed in a security evaluation using the Common Criteria. It contains a comprehensive catalogue of predefined 
security functional components that will meet most common security needs of the marketplace. These are orga-
nized using a hierarchical structure of classes, families and components, and supported by comprehensive user 
notes. Part 2 also provides guidance on the specification of customized security requirements where no suitable 
predefined security functional components exist. 

(ISO/IEC 15408-3, 2008) defines the assurance requirements of the evaluation criteria. It includes the evalua-
tion assurance levels that define a scale for measuring assurance for component targets of evaluation (TOEs), 
the composed assurance packages that define a scale for measuring assurance for composed TOEs, the indi-
vidual assurance components from which the assurance levels and packages are composed, and the criteria for 
evaluation of protection profiles and security targets. Part 3 defines the content and presentation of the assur-
ance requirements in the form of assurance classes, families and components and provides guidance on the 
organization of new assurance requirements. The assurance components within the assurance families are 
presented in a hierarchical order. 

(ISO/IEC 18045, 2008) is a companion document to the Common Criteria standard. It defines the minimum ac-
tions to be performed by an evaluator in order to conduct an ISO/IEC 15408 evaluation. The standard does not 
define evaluator actions for certain high assurance components. 

(ETR 367, 1997) describes and investigates existing relationships between security evaluation procedures and 
the production of European Telecommunications Standards Institute (ETSI) standards including security fea-
tures. 

3.2.3.3 The ISO/IEC 27k series 

(ISO/IEC 27000, 2014) provides the overview of Information Security Management Systems (ISMS), and terms 
and definitions commonly used in the ISMS family of standards. 

(ISO/IEC 27001, 2013) formally specifies a management system that is intended to bring information security 
under explicit management control. Being a formal specification means that it mandates specific requirements. 
Organizations that claim to have adopted this standard can therefore be formally audited and certified compliant 
with the standard. 

(ISO/IEC 27002, 2013) gives guidelines for organizational information security standards and information securi-
ty management practices including the selection, implementation and management of controls taking into con-
sideration the organization's information security risk environment(s). It is designed to be used by organizations 
that intend to: (i) select controls within the process of implementing an Information Security Management Sys-
tem based on (ISO/IEC 27001, 2013); (ii) implement commonly accepted information security controls; (iii) de-
velop their own information security management guidelines. 

(ISO/IEC 27005, 2011) provides guidelines for information security risk management. It supports the general 
concepts specified in (ISO/IEC 27001, 2013) and is designed to assist the satisfactory implementation of infor-
mation security based on a risk management approach. 
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3.2.3.4 The IEC 62443 series 

The Industrial Communication Networks - Network and System Security series is a set of twelve standards cur-
rently elaborated by the International Society for Automation (ISA). The individual parts of the standard are at 
different stages of development, some being published (IEC/TS 62443-1-1, 2009), (IEC 62443-2-1, 2010), 
(IEC/TR 62443-3-1, 2009), (IEC 62443-3-3, 2013), while others are still drafts. The core goal of the standard is 
to define Foundational Requirements (FRs) and Security Levels (SLs). The seven FRs are

53
: (i) identification 

and authentication control; (ii) use control; (iii) system integrity; (iv) data confidentiality; (v) restricted data flow; 
(vi) timely response to events; and (vii) resource availability. For each FR, a different SL may be assigned. The 
four SLs, based on attacker capabilities and motivation, are: (i) casual or unintended; (ii) simple means: low 
resources, generic skills and low motivation; (iii) sophisticated means: moderate resources, IACS-specific skills 
and moderate motivation; and (iv) sophisticated means: extended resources, IACS-specific skills and high moti-
vation. If the SL of the design or the SL of the implementation does not match the targeted SL, then additional 
countermeasures must be taken. 

It can also be noted that there currently is a German initiative to apply the IEC 62443 series to railway. See 

(Braband, 2016) for details. 

3.2.4 Aerospace domain specific security standards 

The Airworthiness Security Process Specification (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 2014) is a 
resource for Airworthiness Authorities (AA) and the aviation industry for certification when the development or 
modification of aircraft systems and the effects of intentional unauthorized electronic interaction can affect air-
craft safety. It deals with the activities that need to be performed in support of the airworthiness process when it 
comes to the threat of intentional unauthorized electronic interaction (the “What”). As key documents in this 
state of the art, an extended description of (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 2014) is given in 
appendix, cf. §9.1. 

The Airworthiness Security Methods and Considerations standard (RTCA DO-356, 2014) was developed in the 
context of the Airworthiness Security Process Specification (RTCA DO-326A, 2014) / (EUROCAE ED-202A, 
2014) which addresses type certification considerations during the first three life cycle stages of an aircraft type 
(i.e. Initiation, Development or Acquisition, and Implementation) and in the context of the Information Security 
Guidance for Continuing Airworthiness (RTCA DO-355, 2014) which addresses airworthiness security for con-
tinued airworthiness. The methods and considerations of this document address the assessment of the accept-
ability of the airworthiness security risk and the design and verification of the airworthiness security attributes as 
related to system safety and airworthiness. More specifically, this guidance addresses the following areas: (i) it 
provides guidance for accomplishing the activities identified in (RTCA DO-326A, 2014) in the areas of Security 
Risk Assessment and Effectiveness Assurance; (ii) it provides specific methods for Security Risk Analysis and 
Network Security Domains. The document is intended to be used in conjunction with other applicable guidance 
material, including (SAE ARP 4754A, 2010), (SAE ARP 4761A, 2004), (RTCA DO-178C, 2011), and (RTCA 
DO-254, 2000) and with the advisory material associated with FAA AC 25.1309-1A (14 CFR, 2014) and EASA 
AMC 25.1309 (EASA CS-25, 2014). As key document in this state of the art, an extended description of (RTCA 
DO-356, 2014) is given in appendix, cf. §9.2. It is to be noted that the European Organization for Civil Aviation 
Equipment (EUROCAE) counterpart standard has not yet been published. 

 

The Information Security Guidance for Continuing Airworthiness (EUROCAE ED-204, 2014) / (RTCA DO-355, 
2014) are a resource for civil aviation authorities and the aviation industry when the operation and maintenance 
of aircraft and the effects of information security threats can affect aircraft safety. They deal with the activities 
that need to be performed in operation and maintenance of the aircraft related to information security threats. 
These documents also provide guidance that is related to operational and commercial effects (i.e. guidance that 
exceeds the safety-only effects). Thus, they also supports harmonizing security guidance documents among 
Design Approval Holders (DAHs), which is deemed beneficial to DAHs, operators and civil aviation authorities. 
They are companion documents to (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 2014) that supports securi-
ty in the development and modification part of the airworthiness process. 

 

The ARINC 653 series is a software specification for space and time partitioning in Safety-critical avionics real-
time operating systems. It allows to host multiple applications of different software levels on the same hardware 
in the context of an Integrated Modular Avionics architecture. In order to decouple the RTOS platform from the 
application software, ARINC 653 defines an API called APplication EXecutive (APEX). Each application soft-
ware is called a partition and has its own memory space. It also has a dedicated time slot allocated by the APEX 
API. Within each Partition, multitasking is allowed. The APEX API provides services to manage partitions, pro-
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 This approach is similar to the one in the Common Criteria.  
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cesses and timing, as well as partition/process communication and error handling The series is currently organ-
ised in 5 parts: overview (ARINC 653P0, 2013), required services (ARINC 653P1-3, 2010), extended services 
(ARINC 653P2-2, 2012), conformity test specification (ARINC 653P3A, 2014) and subset services (ARINC 
653P4, 2012). 

 

The purpose of (ARINC 811, 2005) is to facilitate an understanding of aircraft information security and to devel-
op aircraft information security operational concepts (cf. Figure 132). This common understanding was found 
important in the early 2000’s, since a number of subcommittees and working groups within the aeronautical in-
dustry were considering aircraft information security

54
. This document also provides an aircraft information secu-

rity process framework relating to airline operational needs that, when implemented by an airline and its suppli-
ers, will enable the safe and secure dispatch of the aircraft in a timely manner. This framework facilitates devel-
opment of cost-effective aircraft information security and provides a common language for understanding securi-
ty needs. 

 

 

Figure 132: Aircraft Network Domains and Interconnections among Domains (ARINC 811, 2005) 

 

In Australia, the Administration of Aircraft & Related Ground Support Network Security Programs (CASA CAAP 
232A, 2013) provides guidance material for the introduction and continued airworthiness of aircraft network se-
curity programs. 

3.2.5 Nuclear domain specific security standards 

The (IEC 62645, 2014) standard specifically focuses on the issue of requirements for computer security pro-
grammes and system development processes to prevent and/or minimize the impact of attacks against I&C 
computer-based systems possibly integrating HPD, i.e. Hardware Description Language (HDL) Programmed 
Devices. (IEC 62645, 2014) has been developed using the ISO/IEC 27000 series, IAEA and country specific 
guidance as sources of information along with a dedicated working group which contributed to the standard de-
velopment. (IEC 62645, 2014) is expected to be stabilised in 2015.  This standard provides mapping with 
(ISO/IEC 27001, 2013) and (NIST SP 800-82, 2013) on a structural level. 

(IEC 62645, 2014) identifies that the consequences of cyber-attack regarding safety shall be assumed as more 
serious than those regarding plant performance. The standard considers the link between safety categories, 
safety classes and security degrees. It provides insights to security graded approach in order to defend plant 
safety and performance against cyber threats. This approach is built on a consequence-based analysis.  
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 Typically, in November 2005, the European Organization for Civil Aviation Equipment (EUROCAE) approved formation of Working Group 
72, Aeronautical Systems Security, to address how information security impacts and augments the safety of aeronautical information sys-
tems. WG-72 was tasked with developing guidance material for manufacturers and airworthiness/regulatory authorities, which are re-
sponsible for evaluating, assessing, and certifying aircraft information security architectures and implementations. 
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Figure 133: Overall framework of (IEC 62645, 2014) 

 

(IEC 62645, 2014) identifies that compliance with (IEC 61513, 2011) and (IEC 61226, 2009) is needed and it 
argues that security may benefit from safety provisions implemented to comply with requirements of (IEC 
61513, 2011) and of other IEC standards that are safety-relevant. (IEC 62645, 2014) inherits the PDCA-model 
as depicted in Figure 133. 

The International Electrotechnical Commission has considered that 3 security degrees
55

 were necessary and 
sufficient to grade security measures for all I&C CB&HPD systems: S1 for I&C CB&HPD systems processing 
safety category A functions and functions which could have the same impact on safety when manipulated mali-
ciously; S2 for I&C CB&HPD systems processing safety categories B functions or functions which could have 
the same impact on safety when manipulated maliciously and systems processing functions necessary to oper-
ate the plant; S3 for I&C CB&HPD systems which cannot impact in real time either plant safety or plant availabil-
ity. 

3.3 Overview of standards transverse to safety and security  
(ISO/IEC 15026-1, 2013) defines assurance-related terms and establishes an organized set of concepts and 
their relationships, thereby establishing a basis for shared understanding of the concepts and principles central 
to all parts of this standard across its user communities. 

Assurance cases are generally developed to support claims in areas such as safety, reliability, maintainability, 
human factors, operability, and security, although these assurance cases are often called by more specific 
names, e.g. safety case or security case. (ISO/IEC 15026-2, 2011) specifies minimum requirements for the 
structure and contents of an assurance case. An assurance case includes a top-level claim for a property of a 
system or product (or set of claims), systematic argumentation regarding this claim, and the evidence and ex-
plicit assumptions that underlie this argumentation. Arguing through multiple levels of subordinate claims, this 
structured argumentation connects the top-level claim to the evidence and assumptions. 
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 Similar to the 3 safety categories defined in (IEC 61226, 2009). 



D3.4.3 Recommendations for Security and Safety Co-engineering MERgE ITEA2 Project # 11011 

  113 / 166 

 

(ISO/IEC 15026-3, 2011) specifies the concept of integrity levels with corresponding integrity level requirements 
that are required to be met in order to show the achievement of the integrity level. It places requirements on and 
recommends methods for defining and using integrity levels and their integrity level requirements, including the 
assignment of integrity levels to systems, software products, their elements, and relevant external dependenc-
es. One important use of integrity levels is to aid in assuring safety, economic, or security characteristics be-
tween suppliers and acquirers of a system or product. 

To support the systems assurance process (ISO/IEC 15026-2, 2011), the Object Management Group (OMG) 
has standardised a meta-model for representing structured assurance cases, called the Structured Assurance 
Case Meta-model (OMG SACM, 2013). The SACM combines previous OMG specifications, in particular the 
ARgument Meta-model (ARM) and the Software Assurance Evidence Meta-model (SAEM). In ARM, a struc-
tured argument comprises a graph of assertions (claims), ultimately supported by evidence, and links are as-
serted relationships between claims, context and evidence. ARM harmonises common elements from the 
Claims-Arguments-Evidence (CAE) notation and the Goal Structuring Notation (GSN). Version 1.0 of SACM is a 
recommended OMG specification for adoption, for which tool support is readily available. 

(ISO 31000, 2009) is a short document (24 pages) that provides principles and generic guidelines on risk man-
agement. It can be used by any public, private or community enterprise, association, group or individual. It can 
be applied throughout the life of an organization, and to a wide range of activities, including strategies and deci-
sions, operations, processes, functions, projects, products, services and assets. It can be applied to any type of 
risk, whatever its nature, whether having positive or negative consequences. 

(IEC 31010, 2009) is a dual logo IEC/ISO, single prefix IEC, supporting standard for (ISO 31000, 2009) and 
provides guidance on selection and application of systematic techniques for risk assessment. This standard is 
not intended for certification, regulatory or contractual use. This standard does not deal specifically with safety. 
It is a generic risk management standard and any references to safety are purely of an informative nature. 
Guidance on the introduction of safety aspects into IEC standards is laid down in ISO/IEC Guide 51. 

(IEC 62859, 2015) aims at optimising the integration of cyber-security provisions in nuclear I&C architecture and 
systems, to prevent conflicts between safety and cyber-security provisions, and to aid the identification and the 
leveraging of the potential synergies between safety and cyber-security. 

3.4 Analysis of standards w.r.t. safety and security co-engineering con-
cerns 

Above, we listed and briefly described a large number of safety and security standards and regulation. Because 
this enumeration may be difficult to read, this section highlights how safety and security co-engineering is con-
sidered in different safety-critical domains. 

3.4.1 Analysis of transverse safety standards 

It is interesting to trace the evolution of the IEC 61508 standard in terms of security concerns. In (IEC 61508-1, 
1998), clause 1.2.j states that “this standard […] does not cover the precautions that may be necessary to pre-
vent unauthorized persons damaging, and/or otherwise adversely affecting, the functional safety of E/E/PE
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safety-related systems.”  

By contrast, (S + IEC 61508, 2010) reads: 

 In clause 1.2.l: “…requires malevolent and unauthorized actions to be considered during hazard and risk 
analysis and provides informative guidance on the security required for the achievement of functional safe-
ty.” 

 In clause 7.4.2.3: “[…] If the hazard analysis identifies that malevolent or unauthorised action, constituting a 
security threat, as being reasonably foreseeable, then a security threats analysis should be carried out”. 

 In clause 7.5.2.2: “If security threats have been identified, then a vulnerability analysis should be undertaken 
in order to specify security requirements.” 

Multiple papers discuss the IEC 61508 standard and its evolution, e.g.: (Corneillie, et al., 1999), (Ibrahim, et al., 
2004), (Novak, et al., 2007), (Hansen, 2009), (PARSEC, 2009), (Mc Guire, 2011), (Reichenbach, et al., 2012), 
(Mazzini, et al., 2014), (Schoitsch, 2014), (Favaro, et al., 2014). 

3.4.2 Analysis of automotive safety standards 

The 10 parts Road vehicles -- Functional safety standard (ISO 26262-1, 2011) - (ISO 26262-10, 2012) does not 
yet include security considerations. However, this point is becoming a hot topic, cf. (Czerny, 2013) and 
(Gebauer, 2014). 
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3.4.3 Analysis of aviation safety standards 

Together with automotive and electrical/electronic/programmable electronic safety standards, the avionics safe-
ty standards are amongst the most discussed standards (cf. §2) in the community, especially in relation to secu-

rity concerns, e.g. (Corneillie, et al., 1999), (SEISES, 2008), (PARSEC, 2009), (Gutgarts, et al., 2010), (Bieber, 
et al., 2012), (Blanquart, et al., 2012), (Casals, et al., 2012), (Rowe, 2013), (Joyce, et al., 2014), (Schoitsch, 
2014). 

In particular (Joyce, et al., 2014) discusses the evolution of the airworthiness security process between the old  
(EUROCAE ED-202, 2010) / (RTCA DO-326, 2010) and the new (EUROCAE ED-202A, 2014) / (RTCA DO-
326A, 2014). The authors show a move from an integrated process towards more independent safety and secu-
rity processes with interaction points, as recommended by (SeSaMo D4.1, 2014). 

Another significant update between the 2010 and 2014 editions of the Airworthiness Security Process Specifica-
tion standards relates to the Security Levels. In (EUROCAE ED-202, 2010) / (RTCA DO-326, 2010) the Security 
Level is used to classify the effectiveness of a security countermeasure or of a design change as required to 
reach an acceptable risk level, by reducing the threat scenario likelihood, cf. Figure 62. This definition was 
deemed important because it had a direct impact on the underlying analyses. All discussions on security levels 
have now been removed from (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 2014), and inserted under an-
other terminology in (RTCA DO-356, 2014) – see §9.2 for details. 

3.4.4 Analysis of space safety standards 

Section §5.3 of (ECSS-Q-ST-40C, 2009) reads: “The implementation of safety requirements shall not be com-
promised by other requirements. NOTE For example: security requirements”. 

3.4.5 Analysis of railway safety standards 

(CENELEC EN 20159, 2010) acknowledges that a safety-related equipment connected through an open trans-
mission system can be subjected to many different IT security threats. In this standard, intentional attacks by 
means of messages to safety-related applications are thus considered. However, this standard does not cover 
general IT security issues and in particular it does not cover IT security issues concerning the confidentiality of 
safety-related information, and the overloading of the transmission system. 

The scope of the (CENELEC EN 50126-1, 2010) safety standard states in §1.7 that: “This part of EN 50126 […] 
does not specify requirements for ensuring system security.” However, the standard recalls in a note of 
§8.1.14.4 that sabotage, vandalism and loss of security may be valid faults to be considered during the System 
Hazard Analysis. 

3.4.6 Analysis of medical devices safety standards 

As discussed in (Wikipedia Medical Device, 2014), some medical devices (e.g. pacemakers, insulin pumps, 
etc.) can be remotely controlled, engendering concern about privacy and security issues around human error 
and technical glitches. In August 2013, the Food and Drug Administration (FDA) released over 20 regulations 
(FR-78-151-47712, 2013) aiming to improve the security of data in medical devices, in response to the growing 
cyber-security risks. 

3.4.7 Analysis of nuclear safety standards 

The scope of the (IAEA SSR-2/1, 2012) safety standard states in §1.7 that: “This publication does not address: 
[…] ; (b) Matters relating to nuclear security […]”. However, in the same standard, requirement n°8 – Interfaces 
of safety with security and safeguards, reads: “Safety measures, nuclear security measures and arrangements 
for the State system of accounting for, and control of, nuclear material for a nuclear power plant shall be de-
signed and implemented in an integrated manner so that they do not compromise one another.” The standard 
does not address how this co-engineering is to be performed. On the contrary, the standard specifies that: “Se-
curity related publications are issued in the IAEA Nuclear Security Series.” 

The (IAEA NS-G-1.3, 2002) safety standard includes provisions of control of access to equipment. In §4.51, it is 
stated that: “Access to equipment in systems important to safety should be appropriately limited, in view of the 
need to prevent both unauthorized access and the possibility of error by authorized personnel. Effective meth-
ods include appropriate combinations of physical security (locked enclosures, locked rooms, alarms on panel 
doors) and administrative measures according to the degree of supervision in the area where the equipment is 
located.” 

In the (IAEA NS-G-1.1, 2000) safety standard, there are multiple references to security: 

 In §3.15 – Security, it is written that: “It should be demonstrated that measures have been taken to protect 
the computer based system throughout its entire lifetime against physical attack, intentional and non-
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intentional intrusion, fraud, viruses and so on [12, 13]. Safety systems should not be connected to external 
networks when justification cannot be made that it is safe to do so.” 

 In §5.20 – Non-functional requirements, it is written that: “The security requirements should be derived from 
the safety policy that has been defined for the computer based system environment and […]” 

 In §6.38 – Security considerations, it is stated that: “As part of the need to maintain strict configuration con-
trol of the computer system, the computer system design should determine how intentional or inadvertent 
corruption of the computer system’s functionality (for example by unauthorized access, unauthorized code 
or a virus) is to be prevented [12, 13]. This should include details of procedural or other controls on how 
changes to the system are to be made and verified and how unauthorized changes are to be prevented. 
There should be an analysis of the threats to security together with a justification of the level of security to 
be implemented.” 

Thus, (IAEA NS-G-1.1, 2000) is a typical case of safety-informed security engineering process, where the mini-
mal security requirements include password management, and secure software storage arrangements and pro-
cedural controls for software updates. 

In the forthcoming IAEA and IEC guidance, it can be seen that the integration of safety and security is evolving. 
The draft technical guide (NST036, 2014) has a dedicated chapter that deals with the relationship between 
computer security and safety. It also uses as a reference IAEA safety guidance (IAEA DSSR, 2012). 

Furthermore, IAEA is nowadays talking about the 3S
57

 concept where the S’s stand for Safety, Security and 
Safeguards. This is also visible in (NST036, 2014), as it states that cyber-attacks that directly cause sabotage 
and cyber-attacks that collect information that can facilitate sabotage of the nuclear facility (security issue) or 
theft of nuclear material are subjects  of consideration (safeguards issue). 

The International Electrotechnical Commission asserts that standards such as (ISO/IEC 27001, 2013) and 
(ISO/IEC 27002, 2013) are not directly applicable to the cyber protection of nuclear I&C CB&HPD systems. The 
main reason behind this assertion is that cyber-security cannot be handled independently from safety.  In partic-
ular: 

 §1.3 states that the overall security plan must specify the procedural and technical measures to be taken to 
protect the architecture of I&C systems from digital attacks that may jeopardise functions important to safe-
ty; 

 §5.1.2 states that the computer security programme must not inadvertently affect the systems important to 
safety; 

 §5.2.3.1.1 states that consequences of cyber-attacks regarding safety shall be assumed as more serious 
than those regarding plant performance. 

For more details, please refer to: 

 (IEC 60880, 2006), which has 2 sections, namely §5.7 and §12.2, that discuss software security; 

 (Pietre-Cambacedes, et al., 2013b) and (Pietre-Cambacedes, et al., 2015), which presents some standardi-
sation activities in the nuclear business which is not discussed above, e.g. (IEC 62645, 2014) and (IEC 
62859, 2015); 

 (Abousahl, et al., 2015), which provides practical feedback on 3S implementation, and to which MERgE 
partners have significantly contributed. 

3.4.8 Overall analysis 

Requirement and assurance levels are an important contribution of standards towards safety and security engi-
neering, e.g. 

 the IEC 61508 series
58

 defines four Safety Integrity Levels (SILs), 

 the Road vehicles -- Functional safety standard (ISO 26262-1, 2011) - (ISO 26262-10, 2012) provides an 
automotive specific adaptation of these levels called the Automotive Safety Integrity Levels (ASILs), 

 the IEC 62443
59

 series defines four Security Levels (SLs), 

                                                      
57

 The IAEA Safety Glossary defines Safety as “the achievement of proper operating conditions, prevention of accidents or mitigation of 
accident consequences, resulting in protection of workers, the public and the environment from undue radiation hazards.” Security is ac-
cording to IAEA definition, “the prevention and detection of, and response to, theft, sabotage, unauthorized access, illegal transfer or oth-
er malicious acts involving nuclear material, other radioactive substances or their associated facilities.” Safeguards is defined as the con-
trol regime for ensuring non-proliferation of nuclear materials and sensitive technology and as such a precondition for the peaceful use of 
nuclear technology. In addition to the classic ideas of a State System for Accounting and Control (SSAC) of nuclear materials, modern in-
tegrated safeguards encompass the State nuclear fuel cycle and related research & development, manufacturing, and import & export. 

58
 From (IEC 61508-1, 1998) to (IEC 61508-7, 2000). 

59
 See (IEC/TS 62443-1-1, 2009), (IEC 62443-2-1, 2010), (IEC/TR 62443-3-1, 2009), and (IEC 62443-3-3, 2013). 
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 the (RTCA DO-178C, 2011) / (EUROCAE ED-12C, 2012) define five Development Assurance Levels 
(DALs), 

 the (EUROCAE ED-109A, 2012) / (RTCA DO-278A, 2011) define six Assurance Levels (ALs), 

 the (ISO/IEC 15408-3, 2008) defines seven Evaluation Assurance Levels (EALs). 

Safety and security levels have in common to define scales by which safety, security and / or process assur-
ance can be enforced and measured, so as to reduce risk to a tolerable level. Enforcement is attained by linking 
methods & techniques to levels. 

However, there is neither common scale throughout the standards, with major differences in terms of number of 
levels, and in terms of qualitative versus quantitative levels, nor a common mapping of levels to sets of required 
methods & techniques. 

In the aeronautical domain, (RTCA DO-356, 2014) establishes a mapping between safety and security levels, 
cf. §9.2 for more details. 

3.5 Detailed analysis of the taxonomy of safety and security standards 
This section initially aimed at analysing the taxonomy of concepts in different safety and security standards, with 
the goal of identifying potential commonalities. As shown in §3, a significant number of safety and security 
standards were considered. Considering the time and effort available on the project, we short-listed four stand-
ards for detailed analysis: two safety-related, i.e. (S + IEC 61508, 2010) and (RTCA DO-178C, 2011) / 
(EUROCAE ED-12C, 2012), and two security-related, i.e. (ISO/IEC 27000, 2014) and (ISO/IEC 15408-1, 2009). 
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Figure 134: Taxonomy of security terms in (ISO/IEC 15408-1, 2009) 

Work started on (ISO/IEC 15408-1, 2009) using the MERgE platform as modelling tool. However, considering 
the complexity of the taxonomy (cf. Figure 134) comprising some 200 classes, it appeared rapidly that not much 
could be gained from this detailed analysis, so this analysis was stopped. 

Instead, two experiments were led in parallel: 

 the development of an extension of a Failures Modes, Effects and Criticality Analysis (FMECA) commercial 
tool, namely SafetyArchitect, to deal with security concerns (cf. Part B, §3); 

 the detailed assessment of an academic tool, namely TTool/AVATAR (AVATAR, 2015) allowing for the 
modelling and formal verification of safety and security properties (cf. Part B, §4). 
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4 A state of the art in safety and security co-
engineering in industry 

A state of the art in safety and security co-engineering research has been covered in §2 and a state of the art in 
safety and security co-engineering in education has been covered in §5. This section examines industrial safety 
and security co-engineering offers currently available on the market. An insight is also given on safety and secu-
rity co-engineering in the computing domain at Thales. Note that turnkey safety and security solutions are ex-
cluded from this state of the art; the focus is exclusively on co-engineering offers. 

4.1.1 Market offers 

4.1.1.1 Commercial safety and security frameworks 

Surety (Hessami) is a practical case of safety and security analysis and assurance framework deployed and 
used by industry. Atkins is one of the world’s leading design, engineering and project management consultan-
cies, with over 17.000 employees and £1.7 billion in revenue. Surety is an umbrella approach to identification, 
assessment and management of risks in safety, security and environmental performance of products, process-
es, systems and services. It is targeted at 3 key sectors: (i) multimodal transportation; (ii) critical assets and 
infrastructures; and (iii) information systems. 

Honeywell claims that its Safety Manager (Honeywell, 2008) is a robust, safe, high availability controller for 
Safety Instrumented Systems (SIS) applications that delivers enhanced safety assurance for industrial plant 
operators. Honeywell employs a layered approach to safety and security. Every Safety Manager includes an 
embedded and certified safety firewall; this firewall isolates the safety application during runtime execution from 
external devices. Separate databases store the safety and control strategies, and separate software modules 
are available through dedicated tools such as Safety Builder and Control Builder; maintaining separate tools 
with separate databases prevents unauthorized changes or corruptions, decreases safety risks and prevents 
common cause failures. All Safety Builder modules are protected from viruses and harmful hacking by a built-in 
protection mechanism that checks the integrity of the software before installation, after installation and during 
run time. Using dedicated and specifically developed hardware and software, according the IEC61508 safety 
standard, reduces the risk of a common cause failure. 

The Health, Safety, Environment and Quality Assessment Procedure (HSEQ AP, 2012) is an assessment 
method which was developed by five Northern Finnish process industry principal companies, the University of 
Oulu, Excellence Finland and POHTO (The Institute for Management and Technological Training). It focuses on 
industrial companies, branch offices and local organizations and their units, as defined by local principal com-
panies. The HSEQ AP is open to all the above-mentioned supplying companies or to the ones who wants to be 
assessed. HSEQ covers health, safety, environment and quality standards (namely ISO/IEC) and selected key 
areas are covered in the supporting assessment tool. The national competition legislation is taken into account 
in the HSEQ AP. The criteria and principles of the HSEQ AP have been agreed between the principal compa-
nies. HSEQ AP is managed by the HSEQ assessment management group. The HSEQ assessment manage-
ment group (HSEQ cluster) consists of representatives of the Inspecta, principal companies, POHTO and the 
University of Oulu. The HSEQ cluster acts as an organizer of the assessments, the supervisor of the HSEQ AP 
and leader of the development of HSEQ AP. The major assessors are always Inspecta’s assessors and asses-
sors are appointed by the principal companies and who have been trained in HSEQ AP. The register is main-
tained by an impartial administrator (currently POHTO). The principal companies decide how they use the re-
sults of assessments. There is a foreseen need to develop this tool further and this could be a topic of an ITEA3 
research project. 

4.1.1.2 Commercial Real Time embedded Operating Systems (RTOS) for safety and security 

There are multiple companies selling Real Time embedded Operating Systems (RTOS) and / or hypervisors for 
safety and security. The main ones are: (Green Hills Software, 2014), (Lynx Software Technologies, 2015), 
(QNX, 2015), (Sysgo, 2014) and (Wind River, 2015). 
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4.1.2 Insight on security management in a safety-first industry: Nuclear Energy 
domain at STUK 

In Finland there are four nuclear power plant units, two in Loviisa and two in Olkiluoto. The fifth power plant unit 
that is under construction in Olkiluoto, two new nuclear power plant projects and the Otaniemi research reactor 
of the Technical Research Centre of Finland in Espoo are also under the regulation of the Radiation and Nucle-
ar Safety Authority (STUK). The main objective of the regulation of power plants is to ensure that the reactor is 
under control in all conditions. According to Section 7 of the Nuclear Energy Act (990/1987), STUK shall specify 
detailed safety requirements (a.k.a. YVL Guides) for the implementation of the safety level in accordance with 
the Nuclear Energy Act. Individual YVL Guides have been continuously updated, but a major overhaul was 
needed to improve the usefulness of the Guides and to amend the technical requirements, among other things.  

The YVL Guides cover all matters and functions that have a bearing on the safety of nuclear facilities: design, 
operation, environmental safety, nuclear material and waste, structures and equipment. The licensees, who are 
responsible for the safety of the respective nuclear facilities, will have 44 new Guides to adhere to. Four of these 
will not come into effect until later. In the meantime, the old regulations remain in force. 

The new Finnish safety requirements, which are up-to-date and strict from an international standpoint, ensure a 
high level of safety. It has taken approximately 50 man-years of work to update these guides, only in STUK. In 
the project, the relevant laws, government decrees and YVL Guides have been revised. For the laws, the revi-
sion process started in 2006 and for the YVL Guides, in 2008. 

The main objectives of the YVL Guide revision project were to simplify the structure of the collection of nuclear 
safety rules, harmonise the Guides and apply the lessons of the Olkiluoto 3 project. In addition, the lessons 
learnt from the Fukushima accident as well as the objectives set for new facilities by the Western European Nu-
clear Regulators Association (WENRA) were taken into account in the project. 

One of the lessons of the Fukushima accident is that nuclear facilities will be required to withstand more severe 
natural phenomena and power failures. The new Guides also emphasise that the applicant’s plans have to be at 
an advanced stage and of high enough quality when the construction licence for the nuclear facility is being ap-
plied. This change has been brought about primarily by lessons learnt from the Olkiluoto 3 construction project. 
The new Guides also describe more closely than before how STUK is to oversee the safety of the nuclear facili-
ties during the different stages of design, construction and operation. 

In all of the guides there is a mention of the applicability of the guides in the following fashion. When considering 
how the new safety (and security) requirements presented in the YVL Guides shall be applied to the operating 
nuclear facilities, or to those under construction, STUK will take due account of the principles laid down in Sec-
tion 7a of the (Finnish) Nuclear Energy Act (990/1987): The safety of nuclear energy use shall be maintained at 
as high a level as practically possible. For the further development of safety, measures shall be implemented 
that can be considered justified considering operating experience, safety research and advances in science and 
technology.  

Special attention is paid to the requirement that, even in the case of a failure, the safety systems of a nuclear 
facility shall not interfere with each other. Furthermore, requirements on management systems have been re-
vised (these are interlinked with IAEA guides and ISO/IEC 9001), and a new guide on Information Security 
Management of a Nuclear Facility (YVL A.12, 2013) has been issued. (YVL A.12, 2013) is meant to be used 
along with (YVL A.11, 2013) Security of a Nuclear Facility, which sets requirements for physical security ar-
rangements. 

Within MERgE, these two of the new YVL guides will be considered from the safety and security viewpoints. 

These guides have utilized different standards and frameworks when developing requirements. As an example, 
YVL A.12 has been developed using ISO/IEC-27k series

60
, IEC 62443 series

61
, National VAHTI guidance

62
, 

Control Objectives for Information and related Technology (CObIT), KATAKRI II National Security Auditing Cri-
teria, and NIST-800 series alongside with International Atomic Energy Agency (IAEA) NSS-17

63
. NSS-17 has, in 

turn, been developed by using some of the aforementioned standards and frameworks.  

As an example, the STUK Regulatory Guide YVL B.1 has the following requirements on industrial control sys-
tems (I&C): 

 Security countermeasures shall be planned based on risk assessments, 

 Unauthorised access to the software of I&C systems and computers shall be prevented through adequate 
physical, technical and administrative security arrangements. 

 The installation of unauthorised components including software shall be reliably prevented. 

 Any modifications made to the software shall be detectable and traceable. 

                                                      
60

 In particular (ISO/IEC 27000, 2014), (ISO/IEC 27001, 2013), (ISO/IEC 27002, 2013) and (ISO/IEC 27005, 2011). 
61

 See (IEC/TS 62443-1-1, 2009), (IEC 62443-2-1, 2010), (IEC/TR 62443-3-1, 2009), and (IEC 62443-3-3, 2013). 
62

 Implementing guides/requirements on information security set by Finnish government. 
63

 Computer Security at Nuclear Facilities. 
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 The interface of the I&C architecture to administrative computer systems shall be implemented by making 
the transmission of data unidirectional in such a way that any transmission of data towards the I&C architec-
ture is prevented through separation at the physical level. 

These requirements were laid from the safety viewpoint. In YVL B.1 is a reference to the A.12 which is a new 
guide specific to information security. A.12 in turn lays more specific requirements for the operator and the de-
signers of automation systems. Regarding the networked systems

64
 more detailed information security require-

ments are set: 

 The related cabling and communications shall be protected against unlawful actions. 

 The physical and logical separation of the networks and the monitoring of the communication taking place in 
the networks shall be implemented as well as is practically achievable, while taking the security significance 
of the networks into consideration. 

 The dependencies between systems and their subcomponents shall be identified, their effect on information 
security shall be analysed and assessed, and any harmful dependencies shall be removed. 

 For networked systems, the interfaces and connections between different systems, the protocols used, and 
the communicating parties shall be described in a comprehensive and unambiguous manner. 

The overall approach for I&C supervision is depicted in Figure 135. 

 

 

Figure 135: Model for overall I&C supervision in Finland 

 

STUK is now in process of creating a repository where all requirements are stored. This repository can be used 
by the operator in order to identify relevant requirements on certain life cycle state, or requirements set for a 
certain system. 

                                                      
64

 Networked equipment means all devices that are connected to other devices by means of a network or of a cable that can be used for 
communication. 
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4.1.3 Insight on computing safety and security co-engineering at Thales 

At Thales, there are processes for safety engineering and processes for security engineering, but the “Safe and 
Secure Computing Platform

65
 Engineering Process” is not yet formalised and therefore not yet integrated in the 

Thales CHORUS Reference System. However, best practices are shared between computing experts. 

The following gives an insight on some existing security engineering and safety engineering processes, and 
then provides a high-level overview of the process currently being applied for the design of new safe and secure 
computing platforms within the Thales Business Units. 

The Thales Evaluate the Common Criteria process (Chorus 2.0 ECC, 2011) is adapted to meet the require-
ments of the Common Criteria. For each proof expected by the (ISO/IEC 15408-1, 2009) standard, a corre-
sponding answer is proposed based on the software development process from the Thales Reference System, 
a.k.a. Chorus 2.0. Thales security experts typically perform a security analysis and define a Protection Profile 
(PP) for the Target of Evaluation (TOE).  The PP describes the security problem, the assets to be protected, the 
threats taken into account, the security hypotheses regarding the TOE environment and identifies means to 
protect the system from these threats, e.g. with organisational security policies. The PP defines the security 
requirements to be satisfied during the software development to guarantee the targeted security level. 

Security requirements are identified to guarantee: (i) the integrity of user data, platform firmware and applica-
tions; (ii) the authentication of users and applications; and (iii) the confidentiality of user data and communica-
tions between applications at different security levels. Thales products and systems mainly target EAL3+ and 
EAL4+ assurance levels, even if a certification is not always required. The “+” sign indicates that more assur-
ance requirements are needed in addition to the minimum requirements designated by the assurance level. 
EAL3+ is EAL3 plus “systematic flaw remediation” (ALC_FLR.3) and “focused vulnerability analysis” 
(AVA_VAN.3). EAL4+ includes “Complete mapping of the implementation representation of the TSF” 
(ADV_IMP.2), “Sufficiency of security measures” (ALC_DVS.2), “systematic flaw remediation” (ALC_FLR.3) and 
“Advanced methodical vulnerability analysis” (AVA_VAN.5). Some assurance proofs are Not Applicable (NA). 

New in 2016, the Chorus 2.0 security instruction is being completed with 3 security guides aimed specifically at 
security engineering (Feyt, et al., 2016), security risk assessment (Jacquet, et al., 2016), and architecting a se-
cure system (Ksinant, et al., 2016). 

The Thales Design, Develop and Qualify the Solution process (Chorus 2.0 DDQS, 2013) is adapted with guid-
ance to write specification documents (Chorus 2.0 SSDV, 2011) as expected by the (RTCA DO-178B, 1992) / 
(EUROCAE ED-12B, 1992) standard and to apply the DDQS process to obtain the software certification. Trace-
ability is established between DO-178 objectives and the rules defined by the Thales Software Specification, 
Design and Verification processes. In the specification and design process, the requirements phase defines 
High-Level Requirements (HLRs) from the input technical requirements. During the preliminary design process, 
a real-time and functional architecture is defined to indicate the partitions, scheduling, data and control flows 
between components. The HLRs are then allocated to architecture partitions. In the detailed design process, 
non-implementable HLRs are refined into implementable Low-Level Requirements (LLRs). The implementable 
HLRs and LLRs are allocated to software components, while all LLRs are allocated to architecture partitions. 
Finally, the components of the functional architecture are mapped to the partitions of the real-time architecture. 
In the verification process, activities are realized to detect errors by reviews, analyses and tests. The verification 
process is performed by the analysis of requirement-based coverage and/or structural coverage. 

The design of safe and secure computing platforms results from several trade-offs between functional and non-
functional requirements. In order to make these trade-offs, the Safe and Secure Computing Platform Engineer-
ing Process follows two stages: 

 top-down requirements analysis and platform design, and 

 bottom-up performance evaluation. 

The top-down stage allows for: 

 the specification of requirements; 

 the allocation of requirements to different sub-systems and metiers (a.k.a. software and hardware); 

 the identification of potential dependencies, i.e. connections, contradictions…; 

 the elaboration of a traceability matrix; 

 the building of Decision, Analysis and Resolution (DAR) reports; 

 based on the DAR reports, the selection of components compatible with the relevant safety or/and security 
standards; the components may be in-house building blocks, COTS or new developments. 

                                                      
65

 The term “Computing Platform” encompasses the hardware and the software architectures that operate applications. As an embodiment 
of a Computing Platform, the hardware maybe a General Purpose Processor (GPP), and the software, an Operating System (OS). Both 
hardware and software contribute to the satisfaction of the required safety and security requirements. 



D3.4.3 Recommendations for Security and Safety Co-engineering MERgE ITEA2 Project # 11011 

  122 / 166 

 

The top-down engineering activities are tooled-up to deal with the complexity of textual
66

 specifications, particu-
larly in terms of requirements completeness assurance and change-management: DOORS, REQTIFY or Ms. 
Word / Excel macros. 

The bottom-up stage makes an inventory of all technical options, and feeds the DAR reports with figures coming 
from in-house and / or well-known hardware benchmarks, algorithm prototyping, security and / or safety re-
quirements compliance assessment, and other field activities, e.g. projects feedbacks or best practices. 

                                                      
66

 Specifications are mainly textual today but the trend is towards model-based ones. 
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5 A state of the art in safety and security co-
engineering in education  

A state of the art in safety and security co-engineering research has been covered in §2. This section examines 
academic initiatives, in particular in terms of education courses. 

According to (Weiss, 2010), the general lack of security for industrial control systems (ICS) is due to a hole in 
academia, since security is taught in computer science departments, whereas control systems are taught in 
various engineering departments. According to (Axelrod, 2013b), subsequent job and research opportunities 
intensify this gap. 

In France, the CLUSIF has a portal to French cyber-security master courses (CLUSIF). None of the seven ref-
erenced cyber-security master course addresses safety engineering. 

However, some interdisciplinary education programmes for engineers in the fields of security and safety do ex-
ist, as shown below. 

The Homeland Security and Emergency Management programme at San Diego’s National University 
(Viswanathan) is designed in such a way that anyone successfully completing this programme would be aca-
demically trained to apply for Certified Protection Professional (CPP), Certified Safety Professional (CSP), and / 
or Certified Emergency Manager (CEM) credentialing. 

The Security & Safety Engineering programme at Furtwangen University in Germany (Furtwangen University) 
addresses technology, management and psychology. In this Bachelor of Science, taught in German and Eng-
lish, the security aspect deals with specific attacks, including industrial espionage, product piracy, damage to 
production plants or processes through intentional interventions and IT-based crime. The safety aspect focuses 
in particular on occupational health and safety, ergonomics, fire prevention, hazardous materials, defence 
against dangers, management of crises and catastrophic events. 
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6 Other safety and security co-engineering focal 
points 

This section lists journals, conferences, workshops, forums, etc. that explicitly relate to safety and security co-
engineering. This section does not claim to be comprehensive. 

 

IET System Safety and Cyber Security Conference (SSCS): In 2016, SSCS will be in its 
11

th
 edition. SCCS claims to be the largest conference for system safety specialists held in 

the UK, and the only conference where both safety and security engineers from around the 
world can meet and share ideas, new research and network. Until its 6

th
 edition, the conference was called “In-

ternational System Safety Conference”. For 2 years, starting from the 7
th
 edition, in 2012, the System Safety 

conference incorporated the IET Cyber Security conference (under the name “System Safety Conference Incor-
porating the Cyber Security Conference”), giving participants the opportunity to network with and showcase their 
latest work among both disciplines. From the 9

th
 edition, the conference’s name reached its current dual special-

ty title. 

 

European Workshop on Industrial Computer Systems Reliability, Safety and Security 
(EWICS): The mission of EWICS is to promote the economical and efficient realisation of pro-
grammable industrial systems through education, information exchange, and the elaboration of 
standards and guidelines. EWICS is active in the field of Programmable Electronic Systems relia-
bility, safety and security. It has members from most European countries, covering various fields 

of interests and affiliations, as well as from the USA. To achieve the above goals EWICS: (i) assesses the state 
of the art in methods and tools for critical software development and maintenance in industrial environments; (ii) 
develops standards and guidelines for the development and assessment of safe and secure systems; (iii) dis-
seminates information and knowledge in this field; and (iv) exchanges technical knowledge between its mem-
bers. 

Within EWICS, work is organised in subgroups. One of the subgroups relates to the Security of Safety-Critical 
Computer Systems (SEC). The objective of this subgroup is to provide guidance: (a) to purchasers and groups 
responsible for secure operation on what to specify with regard to security and how to undertake the specifica-
tion process; (b) to suppliers on how to satisfy the security requirements, while maintaining project security dur-
ing the project lifecycle; and (c) to users on how to manage and maintain security in their industrial safety critical 
computer systems. However, this sub-group does not seem very active. 

EWICS TC7 organises SafeComp, the Annual International Conference on Computer Safety, Reliability and 
Security Conference. 

Ref: http://www.ewics.org/docs/system-security-subgroup 

 

International Journal of Safety and Security Engineering: This journal provides a forum for publi-
cation of papers on the most recent developments in the theoretical and practical aspects of Safety 
and Security Engineering. It covers areas such as crisis management; security engineering; natural 
disasters and emergencies; terrorism; IT security; man-made hazards; risk management; control; 

protection and mitigation issues. The 1
st
 volume, with 4 issues, was published in 2011 by WITpress. The Inter-

national Journal of Safety and Security Engineering is associated with the SafeComp conference. 

 

International Conference on Computer Safety, Reliability & Security (SafeComp): This conference was 
established in 1979 by the European Workshop on Industrial Computer Systems Reliability, Safety and Security 
(EWICS), Technical Committee 7 (TC7). SafeComp is an annual event covering the state-of-the-art, experience 
and new trends in the areas of safety, security and reliability of critical computer applications. This conference 
achieved its 32

nd
 edition in 2013. 

 

International Conference on Safety and Security Engineering (SAFE): The purpose of the SAFE conference 
is to provide a forum for the presentation and discussion of the most recent academic and industrial develop-
ments in theoretical and practical aspects of safety and security engineering. The conference does not specifi-
cally address the issue of co-engineering, but this topic is occasionally addressed, as with (Axelrod, 2013a). 
This conference, organised by the Wessex Institute (UK), has currently achieved its 5

th
 edition. The successive 

http://www.ewics.org/docs/system-security-subgroup
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conferences were held in Rome in 2005, Malta in 2007, Rome in 2009, Antwerp in 2011, and Rome again in 
Sept. 2013. The sixth meeting is planned for the 6 - 8 May, 2015, in Opatija, Croatia. 

 

The Relationship between Safety and Security in Software-Based Systems: This workshop was held on 
September 25

th
, 2008, in Newcastle, in conjunction with the SafeComp conference, by the Safety-Critical Sys-

tems Club (SCSC) and the European Workshop on Industrial Computer Systems Reliability, Safety and Security 
(EWICS). 

 

Human Factors in the Safety and Security of Critical Systems: This workshop was held on March 18
th
, 

2013, at the School of Computing Science, University of Glasgow, Scotland. It provided a common forum for 
researchers working on the human factors of safety and security critical systems, including usability studies; 
application of human factors studies from safety-critical to secure systems (and vice versa); interactions be-
tween safety, security, dependability and the usability of complex systems; common organisational issues in 
safety and security critical systems; studies of resilience across both safety and security critical systems; and 
tools and techniques for the co-design of safety and security critical interfaces. 

 

Security-Awareness for Safety Engineers (SA4SE): This tutorial, chaired by Robert Stroud, was held on Sep-
tember 2013, in Toulouse, in conjunction with the SafeComp conference. Its aim was to raise awareness of 
cyber-security issues and concerns so as to help safety engineers to: (i) understand the risks that security 
threats pose to safety systems; (ii) appreciate whether safety systems are adequately secure as well as ade-
quately safe; (iii) know when to seek specialised advice. 

 

Practical Software and Systems Measurement (PSM
67

) Safety & Security Technical Working Group (TWG): 
This TWG was run during Feb-March 2004, and produced two white-papers called Safety Measurement and 
Security Measurement. These white-papers were updated in 2006. 

 

Integration of Safety and Security Engineering (ISSE): This workshop was 1
st
 co-organised by the MERgE 

and SeSaMo projects as a satellite workshop of the SAFECOMP conference in Florence, on Sept. 8
th
, 2014. A 

2
nd

 edition was held in Delft on Sept. 22
nd

, 2015. Its purpose was to share ideas, experiences and solutions to 
concretely combine or integrate safety and security engineering activities. 

 

Safety & Security in Cyber-Physical Systems: This workshop was organised by Fraunhofer IESE, in Kaisers-
lautern, on Sept. 15

th
, 2014. It focused on: (i) how to reuse security assurance artefacts for safety assurance, 

and vice versa; (ii) the crucial differences between security and safety; (iii) how to account for these differences 
in risk assessment and quality assurance strategies; how safety & security interact with each other in cyber-
physical systems. The workshop was concluded by a comprehensive debriefing (Schwarz, et al., 2014) ad-
dressing: 

 exploitable similarities: regarding safety/security properties, both relate to freedom from unreasonable risk; 
regarding safety/security assurance methods, both encourage multiple layers of defence; regarding safe-
ty/security assurance artefacts and metrics, both rely on separation kernels; 

 critical differences: regarding safety/security properties, it is possible to oppose systematic / random faults 
vs. malicious faults, usage-domain constraints vs. new (mis)uses, fault probabilities vs. attacker motivation / 
capabilities; regarding safety/security assurance methods, it is possible to oppose “no dead code” vs. secu-
rity trap, “never change a proven system” vs. security patching, safety certification vs. runtime cyber-security 
supervision; 

 integration pros and cons: the integration optimists put forward the similarities of assurance activities, the 
reuse of existing assurance artefacts, the avoidance of effort duplication, the pressing need to cope with fu-
ture cyber-physical systems; the integration pessimists put forward the plethora of safety and security 
standards involved and their recent tendency for a separation of concerns, the semantic gaps, subtle differ-
ences in assumptions, practices, and terminology, the impact on certification paradigms, the large and dis-
joint communities; 

 scalability: typical issues relate to incremental design (i.e. safety and security invariance under composition, 
refinement or modularisation), impact of exceptional scenarios (e.g. security certificate revocation) in very 
large systems, use of components-off-the-shelf (COTS), efficiency of separation kernels in separating criti-
cality aspects from functionality considerations (on the engineering plane) and containing faults (on the 
runtime impact plane); 

                                                      
67

 PSM served as the base document for the development of ISO/IEC 15939, Software Engineering - Software Measurement Process. 
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6
th

 ISO 26262 International Annual Conference: This conference, held in Stuttgart between Sept. 29
th
 and 

Oct. 1
st
, dedicated one afternoon to safety and security, addressing three main topics: (i) cyber-security guide-

book for cyber-physical vehicle systems overview; (ii) an approach to safety and security analysis for automotive 
systems; and (iii) challenges in the joint integration of automotive safety and security. 

 

Technical Meeting (TM) on Safety, Security and Safeguards: Interfaces and Synergies for the Develop-
ment of a Nuclear Power Programme: This technical meeting, held at the IAEA Headquarters in Vienna, from 
26 to 29 November 2012, was attended by 40 participants from 24 Member States (MS), the European Com-
mission and the World Institute for Nuclear Security (WINS). Most participants expressed interest in identifying 
the interfaces and synergies between the three areas of nuclear safety, security and safeguards in order to 
identify good practices for improved regulations and operations of nuclear power plants (NPP). Several good 
practices were identified during the meeting such as: implementation of an Integrated Management System 
(IMS) as an effective tool for operationalizing core processes in organizations; Human Resource Development 
(HRD), career management, and common training across disciplines for safety, security, and safeguards; and 
ensuring that there is inter-organizational coordination during an emergency for an effective response and to 
provide correct and timely information to the public. Most of the participants agreed that it would be useful to 
develop a series of case studies and good practices on this topic and to share these with MS. 

Ref: https://www.iaea.org/NuclearPower/Meetings/2012/2012-11-26-11-29-TM.html 

 

At the time of writing this report, the following conference and seminar are only scheduled, but really focused on 
the topic. 

 

Safety meets Security – Challenges and solutions. This conference is scheduled to 
be held on March 2

nd
, 2016 in Kaiserslautern, Germany. It aims at providing an over-

view of the current status of regulations and standardization, allowing to find out more about the challenges and 
requirements of the combination of Safety and Security issues, to learn more about best practices of different 
industries, and to discuss with international experts and peers. 

 

ISA‐France Safety and cyber-security: how to reconcile two essential objectives of in-
dustrial security seminar, in partnership with INSA-Lyon. The seminar aims to analyse the 
problematic of the two approaches in order to understand what unites and what differentiates 

them. Academic works on the subject will be presented as well as the normative work currently underway, in 
particular within ISA (ISA99, ISA 84) and IEC. Use cases and return of experience from real situations where 
safety and cyber-security have to coexist will be presented, with ultimately the aim to highlight best practices for 
optimal management of industrial risks. The seminar is scheduled to be held in October 2016 in Villeurbanne, 
France. 

https://www.iaea.org/NuclearPower/Meetings/2012/2012-11-26-11-29-TM.html
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8 Acronyms 

Term/ abbreviation Explanation 

A Action 

AADL Architecture Analysis and Design Language 

ADO Delivery and Operation 

AFRL Air Force Research Laboratory 

AGD Guidance Documents 

ALARP As Low As Reasonably Practicable 

AMC Acceptable Means of Compliance 

ANS Air Navigation Service 

ARE Admiralty Research Establishment 

ARM ARgument Meta-model 

AT Attack Tree 

AVA Vulnerability Assessment 

AVATAR Automated Verification of reAl Time softwARe 

BACS Building Automation and Control System 

BBN Bayesian Belief Network 

BDMP Boolean logic Driven Markov Process 

BEV Battery-Electric Vehicles 

CAA Civil Aviation Authority 

CAE Claims-Argument-Evidence 

CC Common Criteria 

CENELEC Committee for Electro-technical Standardization 

CFT Component Fault Tree 

CHASSIS Combined Harm Assessment for Safety and Security of Information Systems 

CHAZOP Control HAZard and OPerability 

CIA Confidentiality, Integrity and Availability 

CLM Component Logic Model 

CLUSIF French Cyber-Security Club (In French: Club de la Sécurité de l’Information Français) 

CMMI Capability Maturity Model Integration 

CObIT Control Objectives for Information and related Technology 

CoP Chain of Protection 

CPS Cyber-Physical System 

CR Critical Resource 

CS Computer System 
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CS Certification Specifications 

CWE Common Weakness Enumeration 

D Defence 

DAH Design Approval Holder 

DAL Development Assurance Level 

DAR Decision, Analysis and Resolution 

DARPA Defense Advanced Research Project Agency 

DDQS Design, Develop and Qualify the Solution 

D-MUC Diagrammatical Misuse Case 

DoD Department of Defence 

DoS Denial of Service 

DRA Defence Research Agency 

E/E/PE Electrical / Electronic / Programmable Electronic 

EAL Evaluation Assurance Level 

EASA European Aviation Safety Agency 

EFT Extended Fault Tree 

ERTMS European Railway Traffic Management System 

ETCS European Train Control System 

ETSI European Telecommunications Standards Institute 

EWICS European Workshop on Industrial Computer Systems Reliability, Safety and Security 

F Failure 

FA Free Agent 

FAA Federal Aviation Authority 

FAR Federal Aviation Regulation 

FCV Fuel-Cell Vehicle 

FDA Food and Drug Administration 

FHA Functional Hazard Analysis 

FMEA Failure Mode and Effect Analysis 

FPTC Failure Propagation and Transformation Calculus 

FSD Failure Sequence Diagram 

FT Fault Tree 

GEMS Generic Error-Modelling System 

GM Guidance Material 

GPP General Purpose Processor 

GSN Goal Structuring Notation 

GWV Greve, Wilding, and Vanfleet 

H Harm 

HACMS High-Assurance Cyber Military Systems 
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HazOp HAZard and OPerability 

HEV Hybrid Electric Vehicles 

HLR High-Level Requirement 

I&C Instrumentation and Control 

IACS Industrial Automation and Control System 

IAEA International Atomic Energy Agency 

iCMM integrated Capability Maturity Model 

ICAO International Civil Aviation Organisation 

ICS Industrial Control System 

IDS Intrusion Detection System 

IMA Integrated Modular Avionics 

INCOSE International Council on System Engineering 

IoT Internet of Things 

ISR Instruction Set Randomization 

KUL Katholieke Universiteit Leuven 

LLR Low-Level Requirement 

LOPA Layer-Of-Protection Analysis 

LSP Liskov Substitutability Principle 

MAFTIA Malicious-and Accidental-Fault Tolerance for Internet Applications 

MCS Machine-Control Systems 

MCS Minimal Cut Set 

MILS Multiple Independent Levels of Security (obsolete) 

MLS Multiple Levels of Security 

MOD Ministry of Defence (UK) 

MSC Minimal Sufficient Condition 

MUSD Misuse Sequence Diagram 

NFR Non-Functional Requirement 

NIST National Institute of Standards and Technology 

NSA National Security Agency 

O Operator 

OE Operational Environment 

OMG Object Management Group 

ONERA Office National d'Études et de Recherches Aérospatiales (The French Aerospace Lab) 

OS Operating System 

OSI Open Systems Interconnection 

P Probability 

PP Protection Profile 

PSM Practical Software and Systems Measurement 
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PSSA Preliminary System Security Assessment 

R Rating 

RAE Requirements Analysis and Elicitation 

RESS Rechargeable Energy Storage System 

RFT Request For Tender 

RTCA Radio Technical Commission for Aeronautics 

S Secret 

SACM Structured Assurance Case Meta-model 

SAEM Software Assurance Evidence Meta-model 

SAM Safety Assessment Methodology 

SAT Satisfiability 

SaTrAp Safety Traceability Approach 

SCA Software Communication Architecture 

SCIS Software-intensive Critical Information Systems 

SDR Software Defined Radio 

SeCM Security Conceptual Model 

SEISES Secured and Safe IT Embedded Systems 

SEMA System vs. Environment & Malicious vs. Accidental 

SIL Safety Integrity Level 

SIS Safety Interlock System 

SL Security Level 

SL Single Level (of Security) 

SMT Satisfiability Modulo Theory 

SoS System of Systems 

SQUALE Security, Safety and Quality Evaluation for Dependable Systems 

STAMP System-Theoretic Accident Model and Processes 

STUK Radiation and Nuclear Safety Authority (of Finland) 

TCS Thales Communications & Security 

TEPE TEmporal Property Expression 

T-MUC Textual Misuse Cases 

ToE Target of Evaluation 

TRT Thales Research & Technology 

TS Top Secret 

TSF Target of Evaluation Security Function 

TSFI TSF Interface 

TVRA Threat, Vulnerability and Risk Assessment 

TTOOL TURTLE Tool 

VIA Vulnerability Identification and Analysis 
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9 Appendixes 

These appendixes provide extended descriptions of some of the key referenced documents, as discussed in the 
state of the art. 

9.1 Airworthiness Security Process Specification 
The Airworthiness Security Process Specification (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 2014) is a 
resource for Airworthiness Authorities (AA) and the aviation industry for certification when the development or 
modification of aircraft systems and the effects of intentional unauthorized electronic interaction can affect air-
craft safety. It deals with the activities that need to be performed in support of the airworthiness process when it 
comes to the threat of intentional unauthorized electronic interaction (the “What”). 

The Airworthiness Security Risk Management Framework (cf. Figure 136) is composed of three major parts. 
First the dedicated Certification Activities (steps 1 and 7) to manage the certification process itself. Second, the 
Security Risk Assessment related activities (steps 2, 3 and decision gate 4) to evaluate risk based upon identi-
fied threat scenarios to determine acceptability and to assess the implemented security. Finally the acceptability 
of the risk (decision gate 4) will determine the role of third part, the Security Development related activities 
(steps 5 and 6) to implement the require security measures. 

 

 

Figure 136: Airworthiness Security Risk Management Framework (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 
2014) 

 

We find here some communality with the (ISO/IEC 27005, 2011). Thus Step 2, Security Scope Definition, is 
equivalent to (ISO/IEC 27005, 2011) Context Establishment. Step 3, Security Risk Assessment, is equivalent to 
(ISO/IEC 27005, 2011) Risk Assessment, and Steps 5 and 6 are equivalent to (ISO/IEC 27005, 2011) Risk 
Treatment). 

In the Airworthiness Security Process Framework, the Security Risk Assessment related activities may be per-
formed at two levels of development: aircraft and system. They are organized according to the following break-
down: 

 at aircraft level: 
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▪ Aircraft Security Scope Definition (ASSD), 

▪ Preliminary Aircraft Security Risk Assessment (PASRA), 

▪ Aircraft Security Risk Assessment (ASRA); 

 at system level: 

▪ System Security Scope Definition (SSSD), 

▪ Preliminary System Security Risk Assessment (PSSRA), 

▪ System Security Risk Assessment (SSRA). 

The Security Development related activities support the implementation of the security measures to mitigate the 
risks identified by Security Risk Assessment. They are organized according to the following breakdown (cf. Fig-
ure 137) and are described in details (i.e. purpose, details, input, output, compliance of objectives) in Appendix 
A of the standard: 

 at aircraft level: 

▪ Aircraft Security Architecture and Measures (ASAM), 

▪ Aircraft Security Operator Guidance (ASOG), 

▪ Aircraft Security Verification (ASV); 

 at system level: 

▪ System Security Architecture and Measures (SSAM), 

▪ System Security Integrator Guidance (SSIG), 

▪ System Security Verification (SSV). 

 

 

Figure 137: Airworthiness Security Process Activities (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 2014) 

 

The Airworthiness Security Process Activities as proposed in (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 
2014) and pictured above represent a significant update, cf. Figure 138, with the previous release of the stand-
ards, i.e. (EUROCAE ED-202, 2010) / (RTCA DO-326, 2010). The changes are extensively discusses in (Joyce, 
et al., 2014). 
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Figure 138: Obsolete generic airworthiness security activities as per (EUROCAE ED-202, 2010) / (RTCA DO-326, 
2010) 

 

The Security Risk Assessment related activities interact with the Safety Assessment process to manage the 
added environment risk to aircraft when it is exposed to the threat of unauthorized interaction (cf. Figure 139). 
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Figure 139: Airworthiness Security Process as Part of Aircraft Certification Process (RTCA DO-326, 2010) / (SAE 
ARP 4754A, 2010) / (EUROCAE ED-79A, 2010) 

 

The (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 2014) standards specify in details three fundamental con-
cepts which are related to establishing the security scope: security risk assessment, security effectiveness and 
security development activities. Figure 140 gives more information about the approach recommended to assess 
the security risk of a threat scenario. 
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Figure 140: Security Risk Assessment (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 2014) 

 

Threat conditions are evaluated by the loss of security attributes of an asset as described in Figure 141. 

 

 

Figure 141: Asset Security Attributes and Threat Conditions (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 2014) 

 

The security effectiveness is supported by a subset of activities inside each part of the Airworthiness Security 
Process, as shown in Figure 142. 
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Figure 142: Asset Security Effectiveness for the Airworthiness Security Process (EUROCAE ED-202A, 2014) / (RTCA 
DO-326A, 2014) 

 

The security development activities should highlight the following topics: 

 security architecture, 

 security measures, 

 security guidance, 

 security verification. 

As shown in Figure 143 the types of measures include, but are not limited to: deterrent, preventive, detective, 
corrective, restorative/recovery measures. 

 

 

Figure 143: Simplified example of a security architecture with different types of technical and procedural security 
measures (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 2014) 
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Security verification includes analysis and three kinds of testing: security requirements tests, security robust-
ness tests and vulnerability tests. Figure 144 illustrates the security testing organization with its inputs and how 
it contributes to the required outputs. 

 

 

Figure 144: Security Testing Activities (EUROCAE ED-202A, 2014) / (RTCA DO-326A, 2014) 

 

In chapter 4, the Airworthiness Security Process Specification also introduces modifications to aircraft and sys-
tems and provides guidance to determine when aircraft level / system level Security Risk Assessment is re-
quired. 
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9.2 Airworthiness Security Methods and Considerations 
The Airworthiness Security Methods and Considerations standard (RTCA DO-356, 2014) gives guidelines to be 
compliant with the security process of the (RTCA DO-326A, 2014) / (EUROCAE ED-202A, 2014) and introduces 
specific methods for analysing the security risk through threat trees, and for defining security network domains. 

An overview of the topics covered by the (RTCA DO-356, 2014) is given in the Figure 145 hereafter. 

 

 

Figure 145: Overview of Airworthiness Security Process Topics (RTCA DO-356, 2014) 

 

More specifically, for describing the system security scope the following activities must be performed: 

 identify assets and specify their security perimeters; 

 describe all physically accessible open system ports, slots, and wireless on the aircraft, including: connec-
tions within the aircraft for use by: passenger devices, cabin and flight crew devices, and maintenance and 
product support devices; 

 describe all digital connections and digital data communications with ground systems; 

 summarize physical digital connections to other aircraft systems (in case a threat from another aircraft sys-
tem is identified in the security risk assessment); 

 classify the connections by the populations that have an access to the connections and by the form of attack 
supported by the connections; 

 describe and classify the significant information assets for the system; this includes: data characterized by 
external / internal digital data connections from / to / through system ; data kept by the system as part of its 
operation, including system logs and fault data; data used by the system to define its function and configura-
tion, generally considered as part of the system’s installation and administration data (including: software 
parts, databases, such as navigation databases, and configuration information, such as subscriber infor-
mation, firewall rules, security keys, digital certificates, personality modules); 

 describe the security controls for each connection, including: access limits and controls for the connection, 
and what limits there may be to exploit; physical assess controls for the connection. 

The security environment must be monitored and updated to capture the changing security context of an aircraft 
/ system. During development, it is updated as part of the development activities. During operation, it is updated 
as part of the continuing airworthiness activities (RTCA DO-355, 2014). Security environment updates could be 
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triggered by new attack techniques, new technologies introduced into the environment, new services, capacity 
increase, etc. The security environment must be a trigger for “cyclic” update activities of the airworthiness secu-
rity process. 

The security perimeter must catalogue the parts of the aircraft or system that contact external systems or popu-
lations. It includes the portions that support physical links (e.g., Ethernet ports, wireless transceivers), logical 
links (e.g., IP stack), network protocols (e.g., DNS, ICMP, gateways, packet filters), network services and clients 
(e.g., HTML server, FTP client/server, IPSEC server), and remote applications (e.g. file transfer services, re-
mote monitoring, and web applications). 

Threat identification consists of the analysis of potential threat sources upon the system and the potential threat 
conditions that can be created by those threat sources. Threat conditions are then analysed for the severity of 
their impact upon system safety and threat scenarios are developed. The threat scenarios are then analysed 
with the characterization of security measures to determine the level of threat. 

The complement to the level of threat of a source is the trustworthiness of the source – the level of assurance 
that the source will use its access in the manner intended by the developer. Trustworthiness is a qualitative 
judgment about the threat sources relative to the asset under assessment. An example using five levels of con-
sistency with the severity levels is presented in Figure 146, but the number of levels could vary in other meth-
ods. 

 

 

Figure 146: Trustworthiness Levels (RTCA DO-356, 2014) 

 

The trustworthiness level of an external population is established when the population is compliant with stand-
ards and regulations appropriate for the level of trustworthiness (or is not compliant, and so is of level twE). 
Theses specific standards and regulations are numerous and can be complex (see Figure 147 for examples of 
trustworthiness standards). 

 

 

Figure 147: Examples of Trustworthiness Standards (RTCA DO-356, 2014) 

 

Airworthiness Security Risk Assessment must be organized according to the threat scenarios, each of which 
must classify the pertinent information about potential successful attacks. A threat scenario must be organized 
in terms of: 
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 threat conditions that resulted from attack, 

 vulnerabilities used in the attack, 

 operational events or conditions that enable the attack, 

 threat source profile of external population and attack vector, 

 security measures (if present) that were intended to intervene to mitigate the attack. 

The logic of the security architecture access points, assets, security measures, and interdependencies between 
security measures and their supporting assets must be captured by identifying the chains of protection. The 
internal attack paths of the threat scenarios can be organized according to the sequences of security measures 
(that the attacker must overcome), assets (that the attacker compromises), and threat conditions (that the at-
tacker causes). Conceptually theses sequences can be considered to traverse a graph showing the Chains of 
Protection (CoP) that link together various Security Measures (SM). Each stage of attack progresses from one 
security measure to another resulting in threat conditions at each stage. Figure 148 shows the basic ingredients 
for a simple threat scenario with the associated basic risk assessment measures. 

 

 

Figure 148: Single Stage Threat Scenario (RTCA DO-356, 2014) 

 

In the case of multi-stage attacks on security architectures with layers and/or defence in depth, the initial attack 
will be to compromise supporting assets to obtain the necessary capabilities to launch additional attacks to 
reach the target assets, as in Figure 149. The effectiveness of the first layer is shown in the example figure to 
reduce “Frequent” to “Remote”, and the effectiveness of the second measure is to reduce “Remote” to “Ex-
tremely Remote”, as is necessary to show acceptable risk for a final condition severity in the figure of “Hazard-
ous”. 

 

 

Figure 149: Two Stages Threat Scenario (RTCA DO-356, 2014) 

 

One means of generating threat scenarios is through reference to an up-to-date threat catalogue which docu-
ments potential threat sources and methods of attacks. 

The Chain of Protection is the sequence of security measures which are defeated in order for a particular attack 
scenario to succeed. Each stage of a Chain of Protection must be assessed. Figure 150 shows the associated 
data and data dependencies to assess the first stage, which generates the security environment for assessing 
the next stage. The severity of the Chain of Protection is the severity of the final consequence base on the im-
pact on the primary asset. The likelihood of the Chain of Protection is based on the attack attempt likelihood, 
and the likelihood of attack success, based on the effectiveness of the security measures in the chain against 
the attacker. 
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Figure 150: Security Risk Assessment for each stage in the Chain Protection (RTCA DO-356, 2014) 

 

The standard emphasizes also the fact that the Chain of Protection should show both the direct attack on the 
security measure, and the indirect multi-stage attack on the supporting asset and their security measure. 

The standard gives also detailed information on how to consider failure conditions during the security risk as-
sessment. As part of establishing the attack paths and other means to bypass the security architecture, failure 
conditions for the security measures should be established and defined as threat conditions within the security 
risk assessment. Thus any list of threat conditions can start with a list of classes of failure conditions as stated in 
Figure 151. 

 

 

Figure 151: Assets and Failure Condition Classes (RTCA DO-356, 2014) 

 

To this list must be added a list of classes of threat conditions as stated in Figure 154. 
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Figure 152: Assets and Threat Condition Classes (RTCA DO-356, 2014) 

 

The security risk assessment must also be based on judging the severity of attacks on the safety of the aircraft. 

The standard (RTCA DO-356, 2014) gives more information about the way to evaluate the level of threat and to 
conduct the risk assessment as follows. The level of threat of a threat condition is determined by its likelihood. 
The exposure time, as defined in the standard (SAE ARP 4761A, 2004), for security aspects includes those 
maintenance and operational phases during which the various stages of a multi-stages attack can be conduct-
ed. The rate of occurrence of a threat scenario across a given service life-span is classified according to the 
likelihood classifications given in Figure 153. 
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Figure 153: Likelihood Definitions (RTCA DO-356, 2014) 

 

The combined effect on the likelihood of the threat scenario itself will depend on the joint distribution of these 
likelihoods and the events of the threat scenario. Applicable approaches include Bayesian or Boolean probabil-
ity models such as Threat Tree method. 

Once a threat scenario has been built, the factors involved in the likelihood of the associated threat condition 
are presented in Figure 154 hereafter. 

 

 

Figure 154: Threat Condition Components (RTCA DO-356, 2014) 

 

Finally the risk for a given severity classification is assessed by aggregating all the threat scenarios with their 
threat conditions and its acceptability is examined through the risk matrix given in Figure 155. 

 

 

Figure 155: Risk Matrix (RTCA DO-356, 2014) 
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If the risk is found to be unacceptable, risk mitigations may be defined to modify or augment the system. The 
risk acceptability should then be reviewed after updating the risk assessment to consider the modified system. 
This may be repeated until an acceptable risk is found. 

Security measures are characterized by their effectiveness against unauthorized interactions. This is shown by:  

 Establishing effectiveness of the security architecture through validation of the correctness of the security 
architecture, i.e. non-bypass, protection, independence, detection and restoration… 

 Determining the vulnerability of the security measures and assessing their effects on effectiveness: as-
sessment and test of system design vulnerabilities including well-known vulnerabilities. The Security Risk 
Assessment should provide the severity for various failures. Through the safety analysis, changes can be 
made to the proposed response and alerting plan, taking into account the severity of occurrence of the se-
curity related failures. Testing of the system should also address the ability of the alerting scheme to proper-
ly handle the failures and whether it is possible to compromise the normal alerting failures through a security 
fault. In all cases the safety of the aircraft should be designed into the system such that safety is never 
compromised by a response to a failure. Failures of security functions should not be allowed to impede the 
communication of important systems, such as navigation and flight controls. Pilots should not have to re-
solve security issues nor review audit logs. Likewise, any crew alerting message should follow the same de-
sign philosophy. The alerting messages should address the safety concern of the aircraft, not the security 
function. Alerting messages for failure of a firewall should not announce that the firewall no longer operates, 
instead, the effect on safety of the aircraft should be annunciated, such as “Loss of Radio Channel”, which 
can no longer talk through the firewall. 

 Establishing effectiveness of the security measures through validation of the correctness of the security 
requirements to perform with the security environment: effectiveness of the protocols and algorithms 
through the validation of their requirements, effectiveness of the technical implementation of a security 
measure through the application of assurance level (see), effectiveness of the policies and procedures of an 
operational or management security measure through the organizational trustworthiness. 

 Establishing an appropriate assurance level for effectiveness: the assurance level for effectiveness is a 
qualitative evaluation of the level of performance required for the security measures. The security effective-
ness objectives drive the required level of assurance. The security effectiveness is the ability of the security 
measure to protect an asset against the threats identified in the security scope and systematically estab-
lished in the security risk assessment. The level is classified by the effectiveness as in Figure 156. 

 

 
*: With an acceptable security risk as established by the Security Risk Assessment against the threat defined in 

the security scope. 
**: Also requires that there cannot be the potential for a single vulnerability in the architecture that would 

compromise all the security measures. 

Figure 156: Effectiveness Classification of Assurance Level (RTCA DO-356, 2014) 

 

A defence-in-depth architecture organizes the security measures so the resulting layered protection is more 
effective that the individual measures by forcing an attacker to defeat multiple measures in order to reach an 
aircraft asset. Following the principles of assigned development assurance levels, this consideration results in 
the guidance shown in Figure 157 and Figure 158. 
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*: Also requires that there cannot be the potential for a single vulnerability in the architecture that would 

compromise all the security measures. 

Figure 157: Minimum Assurance Levels for Layered Defense-in-Depth Architectures (RTCA DO-356, 2014) 

 

 
*: Also requires that there cannot be the potential for a single vulnerability in the architecture that would 

compromise all the security measures. 

Figure 158: Allocating Assurance Levels to Development or Organizational Trustworthiness (RTCA DO-356, 2014) 

 

In case of a system that can lead to catastrophic safety conditions (DAL A), specific requirements must be de-
fined and only the resulting residual impact outside of the specific security requirements should be included in 
the assurance requirement. 

For most external conditions, the security measures should also combine on-board and organizational controls 
as shown in because there is always an access population with authorized access.  

 

 
*: Only applies if external access to onboard systems cannot bypass the organizational controls, and 

organizational access cannot bypass the onboard measures. 
**: Also requires that there cannot be the potential for a single vulnerability in the architecture that would 

compromise all the security measures. 

Figure 159: Layering On-board and Organizational Assurances (RTCA DO-356, 2014) 
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Regarding the qualification of security testing tools, the standard (RTCA DO-356, 2014) argues that in general 
security tools (i.e. scanning, attack, and robustness “fuzzing”) are used as verification tools. Therefore by the 
tool qualification criteria from the standard (RTCA DO-178B, 1992) use of TQL-5 is appropriate. Requirements 
corresponding to TQL-5 include the following: 

 operational requirements are defined; 

 operational requirements include requirements for content currency and integrity of tool delivery; 

 tool and related material is under configuration control for identification, integrity, traceability, retrieval, reten-
tion, and protection from unauthorized change; 

 tool is operated in accordance with operational requirements; 

 tool is adequate for requirements. 

The standard (RTCA DO-356, 2014) gives the possibility to choose an alternate compliance method for security. 
The following elements are to be defined:  

 the Target of Evaluation consists of the system with its security scope (security perimeter, assets, security 
environment), and any associated life cycle data; 

 the Protection Profile, if used, should satisfy the security requirements for the systems, including its security 
scope and threat identification. 

When the alternate method is based on the Common Criteria (ISO/IEC 15408-1, 2009) standard, the applicable 
assurance requirements should be defined according to Figure 160. 

 

 

Figure 160: Alternate Common Criteria EAL Levels for System Level Assurance (RTCA DO-356, 2014) 

 


