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[bookmark: _Toc9424717]Use case: wellbeing coaching for diabetes 
In the Emospaces project, Maidis targets the implementation of coaching service in the Hapicare patient companion application. This service is called myHealth, which will monitor patients when they follow a coaching Program in order to keep engaged and succeed in attending the targeted objectives.  


[bookmark: _Toc9424718]Hapicare Platform 
Hapicare Platform is about supporting independent people in particular dependent people, elderly with chronic disease or parents to manage their children health. Hapicare allows patient to self-assess and monitor their chronic health conditions, follow-up of medication and rehabilitation exercises and benefit of coaching service. The Hapicare Platform is composed of Back end running several engines and Apps running on browsers or as mobile apps on smartphones and tablets. The mobile app version run on Android Operating system. Hapicare apps can be used either by the patient or by her/his representative.
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Figure 1. Hapicare app
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Figure 3. Screenshots of the Hapicare coaching app (mobile version)
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Figure 4. Screenshots of the Hapicare coaching app (Web version)

[bookmark: _Toc508832262][bookmark: _Toc9424719]Hapicare Coaching engine
In the context of the Emospaces project, Maidis is responsible of the implementation of coaching engine that can execute rules for monitoring patients and driving the coaching Program. The engine is implemented by using on the Jboss Business rules API. The coaching engine monitors vital signs, activities and follows up the reactions that are reported by patient and makes sure they are effective. However, in order to reduce the rate of ineffective reactions and false positive, we introduce a difference coefficient for each patient and reaction, which shows the variation of the effectiveness of a reaction on a specific patient. This difference coefficient is equal to 1 for all at the start when the adequate number of observation of effectiveness of reactions; the system trains this value. This coefficient is used while selecting the appropriate.
The contextual inputs of the coaching engines are the knowledge provided by the lower layers of the Emospaces architecture: 
-Patient Current Activity
-Patient Behaviour in the latest period
-Patient Location 
-Patient Emotion 
 These contextual inputs will be integrated at the final stage of the project to demonstrate how the coaching be self-adaptive with regards to the context of the patient.

[bookmark: _Toc9424720]Hapicare Coaching Program Time line 
This timeline allows to the user (patient or caregiver) to have the complete view of the progress of the coaching program, milestones and objectives reaching indicators.  Contextual inputs are displayed to explain facts about delays on objectives milestones, incidents, etc. 
[bookmark: _Toc9424721]Automatic Management of Appointments with Coach and Caregivers
The Coaching engine will support also the automatic management of appointments of the patient when an important milestone is reached or critical event occurs that must be discussed with coach. The appointment can be done face to face or remotely by using visio-conferencing service.
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Figure 5. Appointments option

[bookmark: _Toc9424722]Use case: wellbeing coaching for social integration
The purpose of the scenarios created in Virtual Reality of this use case is to train users so that they can anticipate the real situation it represents, and learn to manage the wait. In this way it is possible to reduce the uncertainty and the nervousness of the TEA users when facing these unusual situations. In this case, the virtual space has been created in such a way that it is as realistic as possible and that the elements contained in the scene are faithful to those we could find in a real location.
In addition, the space has been designed to favour movement between stages so that the camera does not have to make sudden movements to guide the user to each of the places. In this way we avoid that the immersive experience can produce dizziness or unpleasant situations that harm the experience.
In this way the user begins in the waiting room and, when he receives the signal that allows him to get up, he goes to the chair of the dentist's office or the hairdresser's, and he sits down again.
[image: ]
Figure 6. First VR scene of the dentist scenario
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Figure 7. Second VR scene of the dentist scenario
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Figure 8. Third VR scene of the dentist scenario
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Figure 9. 4th VR scene of the dentist scenario
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Figure 10. Scene in which the hairdresser appears and tells him that it is his turn

[image: ]
Figure 11. Scene in which the hairdresser proceeds to wash the hair
[bookmark: _Toc9424723]Software Answare
Our solution is developed with the Unity graphics engine, in its version 2017. This tool allows you to create Virtual Reality software for different platforms such as Oculus Rift, HTC Vive or VR Mobile, for mobile phones.
Within its functionalities allows us to use different degrees of lighting and modify it in real time to adapt to the mood of the user. In addition, we can simulate different times of the day acting on the color, intensity and warmth of the exterior light, being able to represent a more natural environment.
In the same way, Unity allows us to manage different audio profiles. We can reproduce or pause the different sound effects of the scenarios depending on the user's mood. It also gives us the possibility to add environmental music in real time or modify the volume of each sound individually to adapt the stage to each session.
With the corresponding algorithms, we can detect if the user shakes his head nervously, thanks to the gyroscope of the devices, and can make changes in the environment (lighting and sound) to reduce stress. To detect stressful situation we use the gyroscope because it is a very spread used sensor already in use in virtual reality glasses and in most mobile phones.
Thanks to Unity we perform the same functions independently of the platform for which we make the software, and even allows us to have different versions that make it easier for us to optimize resources if the target platform has limited features, such as mobile phones with more age.
[bookmark: _Toc9424724]Software ITI
From the ITI, analysis tools have been implemented that are made available to the rest of the members. Specifically, in the case of the use of adaptation of intelligent spaces for social integration, data from the dentist scenario described in the previous section has been analyzed, and its conclusions are reported in E4.1§3.3.4, while the software is described in detail in E2.4.
In addition to providing a useful a posteriori prediction tool, the same software package can potentially be used integrated together with the simulation platform, so that the parameters that control the different stimuli (light level, background noise, etc.) ...) can be adjusted finer and automatically according to the user's input status. Likewise, if these parameters are fed back into the analysis package with sufficient data, a personalized environment can be outlined for each user that maximizes the probability of a positive response to the session.
Likewise, if a live monitoring of the user level can also be integrated, a previously trained system can adapt and vary the parameters during the simulation, adapting in real life to the response of the user.

[bookmark: _Toc9424725]Use case: sound optimization
Arkamys Company is providing the Emospace Music Player, which is dedicated to stream music “Emospace state dependant”.
This player is connected to Emospace system by the MQTT “machine to machine” protocol. It subscribes to 2 different messages:
· “roomentrance” which is triggered by the entrance of a known person in a room
· “personactivity” which is triggered by the detection of a specific activity performed by a known person
These messages transmit the following informations from the Emospace system to the Arkamys Emospace Music Player:
· timestamp
· person id
· room id
· respectively, an emotion id and an activity id.
Before to start using this player, each managed people creates 3 playlists: Calm, Chillout, and Energic. Depending of the current emotion and active people information, received through MQTT message, the Arkamys Emospace Music Player starts automatically the correct playlist of the correct user.
The “emotion” and “activity” ids are classified by these 3 final playlist types: Calm, Chillout, and Energic. For example, the “Calm” type contains "eating", "working", "sleeping" and "relaxing".
Any user can stop and start the music by a dedicated gesture. In that case, the Emospace system will send a “silence” or “music” state (through the emotion/activity id).
4 speakers are deployed in the apartment (kitchen, bedroom, dining room, and lounge). The music is sent to the dedicated speaker, depending of the last room id received.
[image: mobileMii.png]
Plan of the EmoSpaces apartment used as a  testbed
[bookmark: _Toc9424726]Use case: e-retail
The objective of the use case of eRetail in terms of adapting spaces is to ensure that consumers, customers and users of open or closed spaces related to the Retail world find help in their own environment. For example, implementing the use of face recognition technology to obtain information within a shopping center directory, helps to know which stores are more satisfactory, why are some more sought after than others, how are people at the same level? of "engagement" in the different searches. The obtaining of emotions through the web cameras of the directories provides robust and deep information to the owners of the shopping center in this case for example.
[image: ]
Figure 12. Adaptation example

[bookmark: _Toc9424727]Software
It is the tool where this use case is developed, it is all an internal development of Emotion Research LAB based on C ++, and then visualizations in PHP. In the control panel will be reflected the most relevant information about emotions and events that can help owners and analysts of the company owner.
Inside the software we integrate the cameras that can be IP or USB cameras in order to capture what the facial faces should contribute. The libraries with which we work within our base algorithm are OpenCV that are open source.
[image: ]
Figura 13. Panel de control caso de uso eRetail
The control panel shows data of the installed cameras, in a flexible and friendly way.
Within this are all the event data and emotional data for decision making. With this you can see the history and you can evaluate the data for the improvement in data analysis.

[bookmark: _Toc9424728]Use case: e-learning
The objective of the case of use of e-learning in terms of space adaptation is to get students to find help in their study environment (such as a room, or classroom) in which it can be a help factor the regulation of luminosity, the detection of emotions through the web camera or the biometric data provided in terminals such as activity wristbands.
The main idea is to create an environment that helps the student in space and the teacher in the management of classes by providing extra information that, when processed, can help in decision-making.
[bookmark: _Toc9424729]Elements of the environment
Inside the spaces you can find different physical, logical or software elements. In addition to being used to carry out the activities, these elements allow you to collect behavioral data to get to know the users and the possible activities you are doing through these elements such as educational applications, interactive whiteboards, mobile phones, identification cards, cameras, etc ...
[bookmark: _Toc9424730]Software
It is the tool where this use case is developed because it is Open Source and it is being modified so that the most relevant information on emotions that can help teachers is reflected in the LMS.
Tools such as Chamilo LMS, open source allow the modification of the code to integrate elements such as the webcam and in this way and through recognition libraries be able to know the status of the user can thus adapt the space in order to improve the content adapting it to the user, also modifying the same platform to adapt it to the needs based on emotions and with the aim of a better understanding and searching for the optimal emotional state by the user, being able to see in his own "dashboard" each teacher the evolution of students at the group level and the emotions of each one at an emotional level. As an example of this possibility, the following image shows how through a graph we can see the evolution of the student in the emotional framework.
[image: ]
Figure 14. Emotional status of the user

[image: ]
Figure 15. Historical of user emotions
In this way the emotional state is controlled by software and actions are taken as a result of the modification of the application environment to a more pleasant interface in color, or content, it could also interact externally with devices such as smart lights or beacons.
[bookmark: _Toc9424731]Recognition
For the adaptation techniques, recognition is considered as the initial layer in order to monitor or at least store and analyze the behavior of the users of a space, in this way and based also on their academic results or the education environment. with the intelligent elements mentioned at the beginning of the use case.
The provision of educational spaces is a transversal issue. It affects children's education centers but also primary and secondary schools. And universities are not left out either, often installed in traditional architectural models with little flexibility and innovation. Currently we are working towards a future with flexible classrooms that allow multiple groupings, different uses and varied methodologies, all of them accompanied by ICT elements to monitor and analyze behaviors and results. An example is this classroom of the Faculty of Education of the University of Helsinki (https://vimeo.com/60818003), which has space and furniture adaptable to the needs of each day, which could be accompanied by light conditioning, sound, environmental or help elements with internet access such as phones, tablets, etc.
[image: ]
Figure 16. Adaptation of the Faculty of Education of the University of Helsinki

[bookmark: _Toc9424732][bookmark: _Toc6495051]Emotions analysis
The Sentiment Analysis in the area of Behavior Processing tries to solve this problem. The objective is that a machine or program is able to distinguish the feeling behind a behavior and the data collected from it by different means and be able to classify and summarize the entire process resulting in a clear and simple action.
If this process is mixed, with the possibility of processing large amounts of data using Big Data techniques, the scope of action on which to act is broad. There is therefore a combination of Big Data techniques to extract massive amounts of data, behavior processing techniques to analyze and structure such data and Artificial Intelligence techniques to classify and categorize such data.
[bookmark: _Toc6495052]
How to analyze emotions?
Sentiment analysis algorithms are basically composed of three phases:
1- Collection and storage of the data set
2- Pre-processing of the data
3- Classification of emotions
Collection and storage of the data set
In this phase, Big Data techniques are used to collect massive amounts of data that will be processed later with BigData tools such as Hadoop or Spark to process this data and store them for exploitation.
Pre-processed data
The data are usually taken with numerical values and must be transformed and adapted to the feelings based on the studies and also on the historical data stored that allow reducing the margin of error each time the volume increases.Classification of emotions
Automatic techniques have a certain range of error in the inference of feeling, but they have the advantage of being independent processes that at the end will offer the approximate result to what is sought. These techniques use algorithms to carry out their work, the most used algorithms are: Naïve Bayes, Maximum Entropy and SVM (Support Vector Machine).
Manual techniques have a greater range of precision, although the people themselves are responsible for establishing the feeling, but they are mainly applicable to text and have no behavior. And as a disadvantage it highlights the time spent in comparison with the obtained result, problem that with high volumes of data would increase.
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