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1 Executive summary

This document intends to serve as user manual for each of the use cases develod during the PAPUD
project execution. This document will also contain the details for accessing each of the use cases and
interact with them from a end user point of view.
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2 UC1: E-Commerce

2.1 Use Case short description

The E-commerce use case UC1 purpose is to demonstrate the use of artifial intelligence methods to
create a recommendation system for clients of an e-commerce website. This use case was a joint
collaboration with :

e Setur

e KocSistem
o IMT

e Pertimm

We demonstrate the use case using data from Setur which consist of 31.000 products sold at Turkish
airport duty free shops. We use also purchase data (baskets) to determine popularity of the products
and calculate recommendation based upon a Deep Learning approach.

Recommandation are shown to the user in two different ways:

e When showing a product, we propose several recommended products to buy based on this
product:

TOBLERONE - WHITE 360GX20
Réf. 10516
Popularity: 1.000000

ng

/4

tRWI; i Category: Food > [CHOCOLATE | > GIFTING > INFORMAL
|

Figure 1 — several recommended products based on a given product

e When showing a result list using a search engine, we propose several recommended products,
base on the 5 top products in the results list:

Elena Muelas (HI-Iberia) Release: 1.0 Page 6
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Figure 2 - several recommended products based on an list of products

2.2 Use Case details

2.2.1 Use Case access
The demonstration is accessible at this address:

https://papud-demo.pertimm.net/004-demo-papud-recommendation/search/?user locale=en

Connexion can be done used the following information:

e User:itea

e Password: itea2020

2.2.2 Use Case final architecture overview
The final architecture overview is the following :

Elena Muelas (HI-Iberia)
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b

perti
Enrichment
products data

setur Products

@72 KocSistem

DISCOVER THE FUTURE

Deep Learning }———-{ API

Figure 3 - UC1 architecture

e Setur provides the products,
e |MT calculates a popularity score for each product,

b

perti

E-commerce
Search and
Merchandizing
engine

searched
Products

N Recommended
Products

Search interface

e KocSistem uses a Deep Learning system to calculate recommandations,

e Pertimm indexes all data from Setur enriched with popularity,

Increase sales

e Pertimm creates a search engine interface and integrates KocSistem’s Deep Learning

mechanism through an API.

2.2.3 Use Case modules and functionalities

When connecting to the demonstration, the customer can search for any product in the setur database.
For example, he is looking for “toblerone white”. Base on the result list he gets a list of searched products
(here two Toblerone White products) as well a a list of recommended products (located on the yellow

background part of the demonstration) :

Elena Muelas (HI-Iberia) Release: 1.0
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Sort by Relevance 12 results per page Facets related
elate
7 results for toblerone white Type
CHOCOLATE
FREE CHCLT

ﬁ T T Brand
v
|t h TOBLERONE

RITTERSPORT - RITTER KINDER - Chocalate T(4x3)X1 DESIGUAL - WSLG
WHL HNUTS 10x100 MONE_MINI ZIP

TOBLERONE - WHITE 360GX20

Réf. 10516
Foa‘;g& . Popularity: 1.000000
0}; y Category: Food » CHOCOLATE > GIFTING = INFORMAL

TOBLERONE - T.ONE TINY WHITE BAG 25"272 GR
Réf. 10618

3 Popularity: 0.806000

E‘__‘j Category: Food = CHOCOLATE > SHARING

Figure 4 -The customer gets a list of recommended products

The searched product are using the popularity calculations that have been done by the module
developed by IMT to sort the products (here with a white background).

The recommand product are calculated by the KocSistem Deep Learning module, and requested by the
Pertimm'’s interface to get the list of product that is shown within the yellow background.

When the customer is clicking on a product, another recommended list of products is given to the
customer, those products are calculated by the KocSistem Deep Learning module, based upon this
product (here with The toblerone bar) :

——
wi‘ \B‘“s FooLEnous
3‘:. < I I]i
é«~‘ ey
NESTLE - MINI SNACK M&M - PEANUT TOBLERONE - TINY LEGO - Duplo My First
MIX 158 GR POUCHE MILK BAG 272 GR Rocket

Figure 5 - Kocsistem DL calculated products

Elena Muelas (HI-Iberia) Release: 1.0 Page 9
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2.2.4 Input data and expected results
Input data are coming from Setur’s Duty-free:

Stores:
e Sabiha Gokcgen, Gaziantep ve Samsun Airports,
e Sea Portsve
e Land Border Crossing

Products:
31K total
e 1 main category and 3 sub-categories

Used individual products for recommendation

Grouped the product based on brand and sub categories (~2000)

Current focus: Sabiha Gokcen Departures Store
e 7 stores with seperate cashiers
e Calculations based on unique transaction ID
e (Calculations based on unied customer ID from the same day (for cross sell)

Expected result after the processing is a recommendation system integrated in the Pertimm’s search

engine.

Elena Muelas (HI-Iberia) Release: 1.0
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3 UC2: Call Centers

In this use case, we have 2 projects where one is focused on building a solution for multilingual service
centres (named TellMi) and the other one on building a solution for the Turkish market (named ChatMe).

3.1 TellMi - Use Case short description

Customers contact companies more and more through text-based channels. The analysis of these texts
is often a manual process which makes it very time-consuming and expensive and is therefore not
carried out.

Moreover, companies in Belgium face an extra challenge because of the multiple official languages
spoken within a relatively small client base. To automate text analysis, it is important to have large data
sets. By dividing the group of customers based on language, a lot of potential knowledge is lost.

The objective of this use case is to automate the extraction and collection of the insights from customer
interactions such as as the logs provided by call agents in different languages at the same time. Our
platform TellMi is able to give an overview of what customers are talking about and how they feel about
it across different languages and in real time. Two models have been developed and integrated into the
platform:

- Cross-lingual aspect-based sentiment model, which helps annotate topics and corresponding
sentiment to customer interactions in different languages

- Cross-lingual fine-grained topic model, which helps reveal the hidden topics in customer
interactions in different languages when no labelled data is available (thus topics are unknown).

This is a collaboration between 4C and KU Leuven.

3.2 TellMi - Use Case details

3.2.1 Use Case access
An application for this use case has been built using Heroku and AWS. A development environment is
up and running. Once the platform Tellmi goes live, there will be a production environment set up. For
testing and demo purposes, it was integrated in a Salesforce development environment.

3.2.2 Use Case final architecture overview
This is the final architecture overview:

Elena Muelas (Hl-Iberia) Release: 1.0 Page 11
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Uploads text(s) to Analyse
be analysed predictions within
through web app ‘web app or
or API through APl

Uploads csv with
— training data
through web app

Gathers training Score results for

data

training

4C CUSTOMER
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anominizes data

!

Runs trained
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model

] ¥
e a—

Stores text Stores model
Stores model .
data predictions

Users of the TellMi platform will first need to upload their training data set to train a model specifically

PLATFORM

Stores
training data

for there use case. This can be done through the web interface. Then the trained model is applied to
new incoming text to extract insights which are collected eighter through the web interface or by calling
the API. The model predictions are then presented in an report or used to automate e.g. picklists, work
flows, ... .

3.2.3 Use Case modules and functionalities
Once logged into the TellMi platform, projects and teams can be created to monitor the access of users
to the different use cases.

To extract insights from text, there are 2 models available on the platform: a cross-lingual aspect-based
sentiment model and a cross-lingual fine-grained topic model. A model is trained by uploading a csv file
containing labelled text data. It is also possible to set model training parameters such as number of
epochs and batch sizes. The status of the training process is indicated.

Once ready, the trained model can be applied to new text documents to extract insights either on the
platfom directly or by making an API call. In the first case, simply upload (a set of) new text document(s)
onto the platform and it will return an overview of the predictions as well as the predictions per text
document, for which the user can indicate whether it was correct or not. This is to monitor the
performance of the model over time.

Ideally the predictions are directly integrated in the users work environment. The API keys needed to
integrate the platform are also available in the application. This way the predictions can be used to
automate and speed up e.g. workflows and present up-to-date overviews of the insights across different
languages in real time.

3.2.4 Inputdata and expected results
The TellMi platform contains two models and each model has its own specific input and output.

Elena Muelas (Hl-Iberia) Release: 1.0 Page 12
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- Cross-lingual aspect-based sentiment model:
This model is trained using topic and sentiment labelled customer interactions in multiple
languages such as e.g. call logs in Dutch and French. Once the model is trained, it is applied to
similar customer interactions to predict the topics and corresponding sentiment. So that in case
of the call agency, new incoming logs can automatically be classified and a complete overview
of why customers are calling and how they feel is available real time across all languages.

- Cross-lingual fine-grained topic-model:
For this model a multilingual set of customer interactions, of which a small sample is keyword
annotated, is needed. The keyword labels are used to train a multilingual keyword extraction
model, which provides an extra input for the topic model. The output of this model are the
hidden fine-grained topics in the text in different languages.

3.3 ChatMe - Use Case short descritpion

Today; Companies are spent huge amount of money for increasing Customer Experience and Customer
satisfaction all over the world. Data scientists are working on these hot topics that are analyzing the
customers’ behaviors and conversations with call center employees to manage customer experience
and satisfaction. Turkish consortium is working on analytics of data that is collected from call centers.
There are 5 stages that are shown below to reach the valuable results.

1) Intent classification: This is the process of determining the reason for starting the dialogue.

2) Customer satisfaction measurement: It will be determined how the dialogue starts, progresses and
ends with the help of sentiment analysis on different parts of the dialogue.

3) Agent performance measurement: Measuring criterion: Agent response times, Wrongly written word
ratio, Change of mood values at the beginning and end of dialogues (customer satisfaction)

4) Entity Recognition: In order to get rid of unnecessary variations / details in the processing of dialogues,
entities such as people, products, companies, brand names, prices, dates will be marked.

5) Correcting spelling mistakes: Word errors are too much. Correction needed to get rid of unnecessary
variations. Use Case details

3.4 ChatMe - Use Case details

3.4.1 Use Case access
The ChatMe use-case has been implemented as a proof of concept to one of the e-commerce company
to measure the effectiveness of the activities. It has been showed in the study that the performance
went up to %80 success by means of understanding the written text in the call centers. Since the proof
of concept was implemented in the premises of the e-commerce infrastructure it is not accessible from
the outside of the company employees.

Elena Muelas (HI-lberia) Release: 1.0 Page 13
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3.4.2 Use Case final architecture overview

3.4.3 Use Case modules and functionalities
Each part that is mentioned above of the project will be implemented in Python programming language

using the algorithms that are coming from machine and deep learning text analytics literature. The Big
Data environments that include MLLib Libraries, document-based NoSQL databases like MongoDB, Real
Time Stream Analytic tools like Spark Streaming and infrastructure like Spark cluster used as a platform.
In the use-case there are 5 stages that are shown below to reach the valuable results.

1) Intent classification: This is the process of determining the reason for starting the dialogue. Each
dialogue can be classified as non-payment for transactions, order change requests, campaigns, product
did not come out as desired, my product was broken in cargo, etc. To classify customer intents LSTMs
(Long short-term memory), transformers, word / phrase / sentence embeddings are used as methods.

Elena Muelas (HI-Iberia) Release: 1.0 Page 14
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2) Customer satisfaction measurement: It will be determined how the dialogue starts, progresses and
ends with the help of sentiment analysis on different parts of the dialogue. LSTMs, transformers, word
/ phrase / sentence embeddings are used as methods.

3) Agent performance measurement: Measuring criterion:
a. Agent response times,
b. Wrongly written word ratio,
c. Change of mood values at the beginning and end of dialogues (customer satisfaction)

4) Entity Recognition: In order to get rid of unnecessary variations / details in the processing of dialogues,
entities such as people, products, companies, brand names, prices, dates are marked. In this way, more
reliable results obtained in the classification processes (intent classification, sentiment analysis).
Conditional Random Fields and LSTMs are used as a method.

5) Correcting spelling mistakes: Word errors are too much. Correction needed to get rid of unnecessary
variations. To do this, a spelling checker identified the misspellings, and then estimate and correct
classical methods (edit distance, statistical language models) and neural language models (eg
Bidirectional Encoder Representations from Transformers-BERT).

3.4.4 Inputdata and expected results
Data which is related to ChatMe Turkish use case that is about the call center has been gathered from
an e-commerce company in discrete dialogues format. The data type includes customer agent dialogues
in the call center as anonymized names of customers and agents, dialogue texts, message sending times.

Customer satisfaction is a term used to measures how products or services supplied by a company meet
or surpass a customer’s expectation. Measuring the customer satisfaction is one way help managers
improve their business, but it is required an extreme analysis of different factors. Results of analytics
will be evaluated according to customer behaviors that include Comparison of the metrics that are the
frequency of calling the call center, the duration of the customer’s dialogue etc. at the end of the project.

In the text preprocessing stage of the project; call center data moves to text documents. After taking
text documents, the document is scanned to fix wrong writings using Levenshtein algorithm?.
Documents are stored in MongoDB database and ElasticSearch. 80 percent of data is used for training
the models that includes deep learning algorithms. After training the model, 20 percent of data is used
to test model. Created model is used to classify the text data of each call center session. Sentiment
analysis is also applied to customer sentences to predict customer satisfaction.

Obtained Results

1 Kogiso N, Watson LT, Gurdal Z, Haftka RT, Nagendra S. Design of composite laminates by a genetic algorithm with memory. Mech Compos
Mater Struct 1994;1:95-117.
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- Call center data has been extracted as document

- Wrong spelling mistakes have been fixed

- Models that has been created with DL Algorithms (Word2Vec, Doc2Vec, FastText), have been
trained 80 percent of call center data and tested 20 percent of data.

- Sentimental analysis have been realized on the customer’s conversation data.

Elena Muelas (Hl-lberia) Release: 1.0 Page 16
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4 UC3: Human Resources

4.1 Use Case short descritpion

Human Resources Use Case aims to provide a tool for the Human Resources Departments that find the
best matches between applicants and job offers in a fast an autonomous manner, helping to find the
best talent and optimizing the HR procedures. It would also allow recruiters to check the market
evolution and identify salary trends in the IT area.

The main functionalities of the HR Tool offered to the Human Resources Departments are:

- Searching of a specific profile based on key words and filtering by certain criteria as years of
experience, employment history, language or salary.

- Uploading and parsing of CVs into a common agreed format to be processed by the
recommender. Possibility to

- Obtaining a set of recommended candidates matching a specific job offer included by the HR
department through the tool including a a percentage of matching between the CV and the JO.

- Checking the market trends related to salary tendencies in the IT sector for specific profiles
which will support the Human Resources Department in the new personnel hiring.

In consequence the expected end-users of the tool will be personnel from the Human Resources
Department at first attempt from IT companies willing to optimize the process of hiring new personnel.
Based on the tool acceptance by the IT companies, we will evaluate if it is necessary to extend the market
and process CVs from any other sectors.

4.2 Use Case details

4.2.1 Use Case access
The Human Resources components are deployed in a distributed manner between the environment
hosted by Atos and the Hl-Iberia internal servers. As it has been explained along the project, the Deep
Learning algorithm have been packaged within a docker and deployed in the Atos server. However the
rest of the modules (data bases, time series analytics, etc.) and the interfaces are deployed within the
Hi-lberia servers.

The demonstrator is available at the following address: https://papud.hi-iberia.es/

4.2.2 Use Case final architecture overview

The following figure shows the architecture for the Human Resources use case. As it has been described
during the project, the platform is divided into 4 blocks: one for data feeds, data acquisition, data
analyticis and visualization. In this deliverable we are describing the visualization that enables the
interaction with the data analytics and data acquisition layers in the backend. It is important to remark,
that the architecture has been enriched with the data feed named “quarterly labour cost survey (Spanish
Satatistics Institute) which will be the one used for the time series algorithm in order to obtain the
market trends analysis with respect to salaries in the IT sector.
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Figure 6 — UC3 Human Resources Architecture

4.2.3 Use Case modules and functionalities
The PAPUD project offers a platform aimed at the human resources department in order to allow them
to manage offers and resumes and to be able to obtain the CV that best fits the published job offer. It
should be noted that the design of the platform has been carried on with the collaboration of the human
resources department staff of the company Hl-Iberia in order to achieve a platform adapted to their real
needs.

The following lines include some details to clarify the platform working and the different functionalities
offered:

e Access to the platform

To access the platform, new users will need to register internally in the company for their workers in the
human resources department, creating a username and password that is encrypted using the bcrypt
library. Subsequently, the user authenticates on the platform by entering their credentials, and then the
backend performs the authentication tasks: the web client sends these credentials to an APl located on
the application server that performs a read function based on data in order to determine if these
credentials match those that the user entered during registration and, therefore, that the user is who
they say they are.
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It should be noted that in this case no credentials have been provided to access the platform for ITEA
personnel since we have worked with resumes and real job offers extracted from the Hl-lIberia databases
and, in compliance with the Data protection law, we can not provide this information to third parties.

Thus, the following figure shows a screenshot for the log-in page to access to the platform and its
functionalities:

PMI'D 1> LOGIN

Figure 7 — Log-in page for HR Tool

e HOME Page

Once we are logged into the platform, the first page we can see is the HOME Page. This page is envisaged
for the manual search of candidates based in some criteria selected as relevant by the HR personnel at
Hl-lberia. Thus, in addition to a free text field to introduce the main criteria, the search results can be
filtered by: years of experience, previous experience in other companies, language and level and salary.
HR staff can also choose whether to display all database results that match their search criteria or to
filter and show only job postings or resumes.

The following figure shows this HOME Page:
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& 245D | Home x4 - 8 x

« C (1 & papudhiiberiaes @ ¢ $H 008~ @

-*|Logout

| £ Job Offers | & cvs | il Advance Analytics

Q Key ¥ | [auresuns

Y Filter by

YEARS' EXPERIENCE

EMPLOYMENT HISTORY #oa ¢
LANGUAGE * *
SALARY : €

€ Reset filters

Figure 8 — HR Tool Home Page

e Search

Once we have introduced the search criteira (in this case, we have asked to show: CVs with Java and/or
Python) the platform shows us the results in the following screen (214 results).

| & jeboffers | & cvs | ull Advance Analytics

20 results fousd

i | oo s

W Flter by

ALLRESULTS  © OB OFFERS ® CVS

= ] pion L
YEARS' EXPERIENCE
EMPLOYMENT HISTORY
- Status 4 at - Company e
L=, | e | =g L
LANGUAGE
--selectalanguage 4 --Level -
= :
SALARY /. g
€
wiui
& Reset filters Ingenieso fe
= rem 4 & 4

Figure 9 — HR Tool — Search Page and Results ()

On the left side of the screen, the filtering options are showed again in order to refine the searching
results. After applying language filtering, it is verified that 157 CVs appear for Java and/or Python +
English skills:
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@ e +
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rand “+lLogout

| €2 Joboffers | 2 cvs | all Advance Analytics

ALLRESULTS © JOB OFFERS ® CVS

VEARS' EXPERIENCE Qg i+

EMPLOYMENT HISTORY

Status $ at - Company

LANGUAGE

Engiish 4 MMz-Clementary 4

SALARY = g +

Figure 10 - HR Tool — Search Page and Results (ll)

Each of the entries returned within the search shows:

- Name

- Date of CV upload to the database

- Location

- Actual postion

- Tags of the matches between the search and the CV

- Possibility of: sending an email to the candidate; linking the CV to an offer; downloading the CV
in .doc format in the project template.

02/12/2019
& Programaor © Madrid

M 8 L

Figure 11 - HR Tool — Search Page and Results (ll1)

In addition, we can select a certain number of CVs (or even all) of those which appear as a result of the
search, and choose an action among the following: send an email to those selected, link them to a job
offer or download them in .doc format.

Regarding the technical implementation, the search uses MongoDB's own text search function and, in
addition, a score has been assigned to each of the CV and JO fields in order to determine the relevance
of a document for a given search query. For a text index, the weight of an indexed field denotes the
importance of the field relative to the other indexed fields in terms of the text search score. For each
indexed field in the document, MongoDB multiplies the number of matches by the weight and adds the
results. With this sum, MongoDB calculates the score for the document. In the case of PAPUD, the
following weights have been assigned for each of the fields of the CVs and the offers in order to offer
the search results that best meet the criteria:
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name: "search_index",
weights: { {
'CV_info.personaldata.name': 8, weights: {

'CV_info.personaldata.contactMails': 7, *J0_info. location': 9,
'CV_info.personaldata. location': 10, 'J0_info.work_experience.job_title': 10
raw_data_CV: 'J0_info.work_experience.position': 1

} }

Figure 12 — Search Results MongoDB

e Job Offers

In this tab, new offers can be created and all the offers uploaded by human resources personnel can be
consulted, deleted and edited.

] . o+
Tt P 008 -~ A

| Logout

Status Date , Title

20/04/2020

whaiame

1611212019

Figure 13 — HR Tool — Job Offers

To create a new offer, just click on the button and the following screen will appear to include the details.
The fields included have been decided in cooperation with the human resources department based on
their usual search criteria. Thus, the offer contains the following fields:

- Description of the job
o Offer title
Position
Details
Years of experience required
Company that publishes the offer

O O O O

Location
o Status: active or inactive
- Summary of Technologies
o OS
o Programming languages
o Database languages
o Othertools
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- Languages
o Language and level
- Salary band
- Other information
o Driver's license and type
o Owncar
o Availability to travel

Thus, the view on the platform to create a new job offer is as follows:

DETAILS: * YEARS EXPERIENCE

Figure 14 — HR Tool — Job Offer Creation

Once the offer is created, it will appear in the list of available offers and can be consulted at any time.
When opening an offer, the HR staff can not only consult the offer details, edit or delete it, but also:

- Onthe right side a list with the Candidates Recommended automatically by the recommender.
In consequence, each time a new offer is included, the platform shows the candidates that best
fit among those stored in the database based on the results offered by the Deep learning model.
For each recommended CV, a matching percentage also appears indicating the percentage of
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similarity between offer-CV. From this screen, the human resources staff can access the CV and
review it to link it to the offer if it fits.

Recommended candidates

= Programador ® Madrid

= Analista De Datos @ valencia

&I Desarrollador De Software @ Valencia

Figure 15 — HR Tool - Recommended candidates for a Job Offer

- At the bottom, after the offer details, the list of candidates who have been added to the offer is
provided, as well as their current status, that is, in what phase they are (pending contact, in
process, interviewed, accepted or rejected). Human resources staff also have a field to add notes
where you include details that have emerged in the selection process and that may be relevant
in the future. In addition, the user who has added the candidate in the process appears in order
to keep track of the department.

CANDIDATES Carlos Zumajo Fuentes Notes:

se muestra seguro y ofrece muchos detalles técnicos sobre su experiencia. Buena
status; entrevista

Interviewed +

Figure 16 — HR Tool — Candidates assigned to a Job Offer

The following figure shows the offers screen:

Figure 17 — HR Tool — Job Offer view
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e CVs

In this tab you can consult all the resumes available on the PAPUD platform. These CVs have been
obtained from the Hl-lberia databases, have been parsed to obtain a standardized format as detailed
along the project, and have been stored. Manual searches on the platform are performed on this set of
resumes and are also used to provide recommendations for the DL model each time a new offer is
included.

In the following figure the view of this screen is shown where the resumes appear in alphabetical order,
the upload date, the option to edit your personal details (name, location, telephone number and
LinkedIn profile) and to delete it from the database.

& e cv x o+ - 8 x
€ C (0 & papudhiberisesce ¥ 2008~ @i
raeP

i “lLogaut

Q search | &1 Job Offers | |l Advance analytics

show 10+ entries ¥ Filter:

Figure 18 — HR Tool — CVs

T UPLOAD CV
In addition, we can upload a new resume if we click on . A CV may be uploaded in .doc or

.pdf format, which will be parsed and translated into the format defined for the platform and stored in
a database.

1.5 KB

B3 suamiT

Figure 19 — HR Tool — Uploading a new CV

Once the CV is parsed, it is displayed in the defined format grouping the fields into: professional
experience, education, languages, technical knowledge and others. Thus, when we consult a CV, the
candidate's information is displayed and, in addition, if it has been associated with an offer, it appears
on the right side. The following figure shows the curriculum view:
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Q search | 67 3o Offens | | o Advence Ayt

SHI.

Owe car: W0 Wilingress 1o travel? N

Figure 20 — HR Tool - CV overview

In this screen if we click on the button, you can:

- Send an email

- Associate the CV with an offer

- Download the CV in the standardized format defined internally in Hl-lberia, following the needs
of the human resources department.

e Advance Analytics

This tab is envisaged for showing the Human Resources staff the salaries tendencies in the following IT
sectors based on the current Spanish Statistical Instute collected data:

- Computer Programming, Consultancy and Related Activities
- Professional, Scientific and Technical Activities

The objective of the tab is to support Human Resources department when offering a salary to new
hirings following the market trends. The Human Resources staff can visualize the salary evolution
through the years quarterly, and also for part and full time job and the information will be shown in the
graphic. The following figure shows this tab:
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Figure 21 — HR Tool — Advance Analytics screen

4.2.4 Input data and expected results
The inputs for the Human Resources tool are mainly CVs and Job Offers. Particularly, the platform expect
a document in any format (.doc, .pdf) containing the CV of the applicant to be uploaded within the CVs
secton. For the job offer, the platform has an embedded template to be completed by the HR staff with
all the details. Job offers are supposed to be submitted through the relative tab in the HR platform. As
result, the expected outputs are a set of recommended CVs that best fists the updated Job Offer.

In addition to this, the HR staff can search manually for specific profiles by providing key words and
specific citeria in the HOME Page.
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5 UC4: BAREM

5.1 Use Case short descritpion

The use case BAREM stands for “Behaviour Analysis for Reverse Efficient Modeling”, the objective is to
gather users activity on e-Services thanks to log files and analyze this activity to find mis-using and bad
design of the e-service. The final objective is to show this analysis and allow the designer to correct this
bugs to achieve an enhancement of the User eXperience.

In this use case, we have selected an existing eService edited and commercialized by SOFTEAM which is
the School Transportation Service allowing parent to subscribe for their child to the bus transportation
service.

5.2 Use Case details

5.2.1 Use Case access
We achieved to set-up the use case on the Papud environment hosted by Atos. The demonstrator is
available at the address : https://papud.e-citiz.com

This demonstrator is initialized for the French region of Rennes, so testers have to act has if they were
living in this Region.

5.2.2 Use Case final architecture overview
The technical architecture for the use case is defined in the following diagram:

- R

HTTPS

Front VM RedHat Wlldfly
HTTP Server HTTP SRS & _ Server

— |

P DL Analyzer
g \
Log PostgreSQL Server
Volume W S
PAPUDO infrastructur

Figure 22 - UC4 architecture overview

This Architecture based on Docker containers is quite usual with a front web server (Apache), an
enterprise server (Wildfly) and a Database (PostgreSQL). Due to docker usage, logs files are mapped
outside Docker containers to allow their analysis by other containers.

The most important module here is the “DL Analyzer” which contains all the “magical” analysis of our
Use case. This “DL Analyzer” can be explained by the following diagram :
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DL Analyzer
Raw sessions logs Data loading (PAPUDO infrastruciure)
(RAM) . Anomaly score
PYTORCH
¥ Frustration level ]
Frustration annotation Deep leaming >  Model
(only for training) (GPU) Session statistics ]

Figure 23 : UC4 DL Analyzer overview

It uses sessions logs provided by the server and the frustration level provided by the previous frustration
detection model for training the model. Then, for the using part, it analyze only raw sessions logs in
order to output three information : anomaly score in the session, frustration level and several statistics.

5.2.3 Use Case modules and functionalities
The School transportation service is logging navigation records in log files when an end user is using
the e-Service. Based on this logs files, several modules are involved:

e The DL Analyzer is in charge of:
o Extract each user navigation scenario from the whole log file to isolate his specific
navigation
Based on trained DL models, predict the frustration level of the navigation
Based on trained DL models, compute navigation error score, business errors and
syntactic errors and compute statistics for all input navigations
o Generate a report by a json file containing all output statistics with categorization
e The BAREM module (Figure 24) is in charge of displaying a dashboard to the designer (Figure
25) to allow him to analyze the most encountered errors (navigation, business, syntactic)
and the frustration level. Thanks to these analyzes the designer will be able to dig into the
log file to gather more details if needed and, by the end, correct the running e-Service to
enhance the User eXperience.
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Figure 24 : BAREM module access for the e-Service Designer

Behaviour Analysis for Reverse Efficient Modeling

Barem Analysis

02/06/2020

B sessionswithBusinessError
[ SessionsWithSyntaxError
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l Exit ] I Configuration l Filtrer

Figure 25 : Part of the dashboard shown to the e-Service Designer
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5.2.4 Input data and expected results

The figure below illustrates the different modalities used to train the offline frustration detection tool
which is used to annotate logs. There are images with face and landmarks detection, audio, and bio

signals including blood volume pulse, electrodermal activity, and electroencephalography. Each of the
19 subjects of the dataset also filled a form with a self-evaluation of their state of frustration during the
data capture. The depth and screen images were only used for data annotation and are not used to train

deep learning models. Data have been annotated by members of the University of Lille with 2 classes,

frustrated and non-frustrated, which corresponds to the output of the offline tool.

Screen Images

Color Images with bounding box and landmark points Depth Images

neutral neutral ‘1

Audio waveform

SCR from EDA filtred BVP Fft of EEG

To illustrate the kind of input
user navigation records:

2013-07-2 $34,029 ERROR [stderz] (defauls task-77) [INEO]
2019-07-238 34,030 ERROR [stderr] (defzult task-77) [INFO]
2018-07-28 :34,030 ERROR [stderz] (default task-77) [INEC]
2019-07-238 34,030 ERROR [stderr] (defzult task-77) [INFO]
2015-07-29 :34,030 ERROR [stderz] (default task-77) [INFO]
2015-07-23 34,030 ERROR [stderr] (default task-77) [INFO]
2015-07-29 34,034 ERROR [stderr] (defzult task-77) [INFO]
2015-07-23 34,034 ERROR [stderr] (default task-77) [INFO]
2015-07-29 34,036 ERROR [stderz] (defzult task-77) [INFO]
2015-07-23 34,036 ERROR [stderr] (default task-77) [INFO]
2015-07-29 4,037 ERROR [stderr] (default task-77) [INEO]
2015-07-29 4,037 ERROR [stderr] (default task-77) [INFO]
2018-07-29 :34,037 ERROR [stderr] (default task-77) [SEVERE]
2013-07-23 :34,038 ERROR [stderr] (defauls task-77) [INFO]
2018-07-29 {stderr] (default task-77) [INFO]

[stderz] (defaule task-77) [INFO]
[stderr] (defzult task-77) [INFO]
[stderz] (defaule task-77) [INFO]
[stderr] (default task=77) [INFO]
[stdezz] (default task-77) [INFO]
[stderr] (default task=77) [INFO]
[stderr] (default task-77) [LNEO]

2015-07-23 34,081 ERROR [stderr] (default task-77) [INFO]
2015-07-29 34,082 ERROR [stderr] (defzult task-77) [INFO]
2015-07-23 34,062 ERROR [stderr] (default task-77) [INFO]
2015-07-29 34,083 ERROR [stderz] (defzult task-77) [INFO]
2015-07-23 34,083 ERROR [stderr] (default task-77) [INFO]
2015-07-29 34,083 ERROR [stderz] (defzult task-77) [INFO]

2019-07-29
2019-07-29
2018-07-23
2019-07-29
2018-07-28
201%-07-29
2018-07-28

29:34,083 ERROR [stderr] (defzult task=77) [INEO]
34,084 ERROR [stderr] (default task-77) [INFO]
[stderr] (default task-77) [INFO]
[stderr] (default task-77) [WARNING]
[stderz] (default task-77) [INFO]
{stderr] (default task-35) (INEO]
[stderz] (default task-95) [INFO]

After Deep Learning analysis,

data for the log analysis part, here is an extract of logs files containing end

[€CT4.Guichet] [0GFQaRa2FHDEsS! no.workflow.id  444] [0x20083E9C) [SESS_START_ ] [£r_] [WINDOWS_7-FIREFOX] [172.25.0.1] [Citoyen]
[CCT4.Guichet] [0OFQsAa2FMD: no.workflow.id  #4%] [0x28083ESC] [GET_RQ_START] [wildfly-transport-cont]
[CCT4.Guichet] [ 776462672767C14] [ 1 [START_WRKFL_] [ thentif £icatien2_kwwl!authentificationcitoyenata
[CCT4.Guichet] [ £00626€7764626727£7C11] [0X28083ESC] ] [Ruthentification 1 (e 1 t1 ficatial
[CCT4.Guichet] [ 7 Te1£] [ ] [Authentif 11 : © ficat:
[CCT4.Guichet] [ £0d626€7764626727£7C11] ] [Authentification 1] [ci uchentifi =1
[CCT4.Guichet] [ T76462672757215] ] [Ruchentificat 1 uchentizs £
[CCT4.Guichet] [ £0d626€7764626727£7C11] [START_ACT__| [MRD Collectivité et configuration] [Ci uthentificati ficat
[CC74.Guichet] [ T76462672757215] [END_ACT ] [MAD Collectivits et ] et uthentificati ficat.
[CCT4.Guichet] [ £0d626€7764626727£7C11] (START_ACT__| [Initialiser les paremétres url dens la stack] [Ci : tionau
[CC74.Guichet] [ T76462672757215] [END_ACT ] [Initialiser les paramétres url dans la stack] [CL ' 1onA
[6CT4.Guiches] [ £0d626€7764626727£7511] [STRRT_ACT__] [Initialiser les CS5] [Ci ' 51 ficationz_nl!init
[CCT4.Guiehet] [ £0d6=E€T76462672707C11] [UNDEE ] [Rading C5S:rpdl/RPDLCItoyenQualif.css]
[CCT4.Guiches] [ £0d626€7764626727ET11] [END_ACT ] [Inisialiser les C35] [Ci ! i3 fication2_knwl!init
[CCT4.Guichet] [ 7764626727£7€11] [START_ACT__] [BP - WS - Set Configuration Authentification] [Ci : tionhu
[€CT4.Guichet] [ 776462672787C12] [END_ACT, 1 (BB - WS - Set thentification] [ I -
[CCT4.Guichet] [ £0d62E€776462672757C11] [START_ACT__| [C - Activation de compte] [C1 LouT: tauthentificac: tion2_inadl
[€CT4.Guichet] [ 776462672787C14] [ [END_ACT ] [C - Activation de compte] hentis: il
[CCT4.Guichet] [ £00626€7764626727£7C11] [START_ACT__] [Ruchentification : Accés direct via url] [CitoyenBRWorkflowInstance authentificationAuthent
[CCT4.Guichet] [ 7764626727£7C1£] [END_ACT ] [Ruthentification : Accés direct via url] [Ci 1 ! tificationhuthent:
[CCT4.Guichet] [ £00626€7764626727£7C11] [START_ACT__| [MDE - Détection de l'url] [Ci lowT tauthentificat tionz_wl
[CCT4.Guichet] [ 776462672787c15] [END_ACT ] [MDP - Détection de 1'url] hentif: el
[CCT4.Guichet] [ £0d626€7764626727£7C11] [START_ACT__| [Ruthentification - Configuration dans session attribute] [CitoyenSRWorkflowInstance!authent
[CCT4.Guichet] [ T76462672757215] [END_ACT ] [Ruthentification - Configuration dans session attribute] [CitoyenBRWorkflowInstance!authent
[CCT4.Guichet] [ foa e2672717C11] [START_ACT__| [Aiguillage - Mode comnexion séquentiel] [Ci lowInstance authentificat:
[CCT4.Guichet] [ T76462672757215] [END_ACT ] [Aiguillage - Mode connewion sé 10 tauthenti
[CCT4.Guichet] [ £0d626€7764626727£7C11] [START_ACT__| [Aiguillage - Mode d' tion] [Cx lowl ificat: il
[CCT4.Guichet] [ T76462672757215] [END_ACT ] [Riguillage - Mods @' ] [ hentisi 1,
[CCT4.Guichet] [ £0d626€7764626727£7511] [START_ACT__| [BP - Authentification anonyme 2] [Gi : 51 ficatio
[CCT4.Guiehet] [ £0d6=6€776462672757c17] [0x28083ESC] [END_ACT ] [BP - Authentification anonyme 2] [Ci ! t1 ficatial
[CCT4.Guiches] [ £0d626€7764626727ET11] [START_ACT__] [Identificacion] [Ci LowInstance !authentificati tion2_kenl ! idensific:
t 1

[CCT4.Guichet] £0062667764626727£7c12] [0x28083ESC] [UNDEF, [ not found for locale <fr>]

[CCT4.Guiches] [ 776462672787c18] [ 1 [REQ_END, 1
[CCT4.Guichet] [00FQsRa2FMDL: no.workelow. id 44%] [0xOC1R0442] [SESS_TIMEOUT] [2018/07/2§ 16:59:34:872]
[€C74.Guichet] [0oFQsAa2FMDisE! no.workElow,id #44] [0xOCLRO442) [SESS END__ |

here is an extract of the kind of json output:
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"Sessionsinalyzed”:

] "AnomalyDetectien”: {

] "SessionsWithBusinessError”:

meountr: 96|
] merrorListr: [{
"error": "[Un compte avec cet identifiant existe d\u00e93\u00e0.1",
"counc": 33,
"sessionIDs"
Yot
merror”
"count": 7,
"sessionTDs":
3ot
merror": "[Type de document non autoris\u0oes]",

i

1

1

i

neount

nsessionIDs”: [MreleBTROY6T-gVejdskTeZ2b.log", "IZ9C4_ yUWKRBDvMu7SKSLRRP.log", "LtnOCQveOQUE:

"Gount"

["I£wTmPuFLZMSVxPOGh_uPX88.10og", "xPN3CXQnlgCK8nDmBafKzIil.log", "DiNJBSRNX3dSX003-CaftsE

"[Vous devez indiquer au moins un num\udOeSro de t\udOeS1\u0OeSphone fixe ou mobile.]",

["reI=BTPOYE7-gVe]48kTeZ2b.10g", "12Mi-xqiRg4NOCIBWFPINIOZ. 1og”, "LtnOCqQveOQUE:

1.l08",

"AfwDerutsRutl¥bZnTL_3N8w.log",

C.log",

"konvar 2gBSdTvechi. 1og™,

"[Veuillez cocher la case Certification sur 1'honneur avant de passer \uw00s0 1'\u00=Staps suiv.

"sessionIDs": ["I25C4_vyUWKRBDVMu7SKSLRhP.1log", "Ltn0CqQveOQVFt4AddPyNoiC.log", "r3-g73nG_plCepKvSgy3ibés

C.log",

ante]",

I.log",

"[Veuillez accepter le r\u0OeSglement des transports avant de passer \u00e0 1'\u00eYtape suivantel”,

"onv: 2gB9dTvachH. 1og",

"pX3FAEONzqickrHThThaiFNR. 1og",

merrorv:
"count®: s,

"sessionIDs": ["IZSC4_yUWKRBDVMuTSKSLRNP.1og", "Ltn0CGQveOQVFT4AddPYNOiC.log", "r3-g73nG_plCep
merror": "[Le mot de passe fait partie des 5 derniers mots de passe]",

"count"s 1

"sessionIDs”: ["YCR9KQLYOTPneSZg4MphlveT.lag"]

Merrort
"count”

"[Nom d'utilisateur ou mot de passe inconnul”,

I.log",

"sessionTDs": ["DiNJBSRNKIASX003-Cqft8El.1log", "V4YLDNOWWPERTzrR2fCGmONr.log", "0263b5i6XS5YrvswpachkKNoL.log",

"pXSFAEONzqiekrHTRTRajFNR.10g",

"dAMOG4 BKXM3L3FEGM3pVdsOE . 1og™,

"yb-dItP-yP1ZMqQewQCFCNAB . 1og", "oTa¥BoE

2

+log”,

"8RKBZJCWSG_CPUIQuOKKGSDU. 10g”, "ZSpYwpt_WwgbIVnsins2réc_.log”,

"r3-q73nG_plCepKvSgy9besI.log”, "s770we2qPSQlmrykiongltg2.logh,

"ERRITu2 INez4nIlIod4KaFE2 . 1og"]

"ERK1TuzINez4nIlItdeXaFE2.log"]

"1HSHR_cINgJBGoZDGYphS8p0.log", "AZASRIATzgednppzVZuX-Z7A.log",

All of these technical analysis files are gathered by the BAREM module and displayed inside a web

dashboard (see Figure 25allowing the Designer to detect bugs in the design.
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6 UC5: HPC

6.1 Use Case short description
This Use Case aims at answer to this question: Can we be able to predict or to understand the failures
occurring in a large scale system?

In other words, taking the complexing of such system into account, can we provide the user with
information about the failure to speed up its resolution?

In more details, large scale system produces lot of monitoring data and analyzing this data is a tedious
task dedicated to the administrators of the system. Our goal is to help the administrators to read this
data by detecting automatically the failures and by focusing on the root cause of the failure. The size of
this data is this first major issue to address. The second issue is its complexity. Due to the number of
different components in HPC, we have also a large variety of type of data (text, numeric, events, etc.).

Our use case is focused on the analysis of the logs (l.e. textual data). We provide the user an overview
of the logs related to a specific detected failure among all the logs. This overview can help him to focus
on the real cause of the failure and help him to solve it.

6.2 Use Case details

6.2.1 Use Case access
The demonstrator is split into two main parts: the learning part and the web interface part to view the
result. The learning part is done offline using a classical command line interface (CLI). The web interface
is used by the user to select its logs and to show him the relations between the logs and the detected
failure.

The learning part is done using a node with a GPU to accelerate the learning process. The web interface
is portable and can be used on any computer. For the demo, the web interface is hosted on the Papud
platform. It is required to use a SSH tunnel to access to it to insure security access.
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6.2.2 Use Case final architecture overview

Web Server
HTTP(s)

Deep learning Browser
model
Trained
Training model Web

Python Server (Sv‘v):)ket

Figure 26 - UC5 final architecture

We follow a classical architecture based on the two main parts. Our first main step is to train our deep
learning model to provide a trained model to our python server. Then, our python server is used as a
backend by the web server to run the inference using the trained model. User access to the web
interface using classical HTTP protocol. In addition, a connection is automatically done between the
user's browser and the Python server suing web socket.

6.2.3 Use Case modules and functionalities

LogFlow - A tool to help humain to understand HPC. Made by the PAPUD project.

System Logs Anomalles detection

Correlations tree

Figure 27 - Logflow demonstrator view

From the user's point of view, it can interact only with the web interface. It is split into 3 main parts:
"System logs", "Anomalies Detection", "Correlation Tree". The "System Logs" part shows the logs coming
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from the system. The "Anomalies Detection" part shows the score of these logs using a circle: inside this
circle the logs are normal, outside this circle the log is an anomaly. The last part "Correlation Tree" shows
the correlation between the log reported as an anomaly and the previous logs.

LogFlow - A tool to help humain to understand HPC. Made by the PAPUD project.

Action panel Threshold
Insert major Lustre errors.

Start anomaly detection

messages Anomalles detection

LustreError: 48237:0:(lmv obd.c:1488:Imv statfs()) can't stat MDS #4 (lustre02-MDT0004-mdc-{H880834859000), error -19 1
Figure 28 : Logflow demonstrator runnning

In this screenshot, the last log is reported as an anomaly. The correlations detected with previous logs
are shown in green (the green logs have a correlation with the last one). Additionally, we can the red
point outside the circle corresponding to the log reported as anomaly.

At the bottom, the correlation tree is shown. The complete tree is shown in the following screenshot.

ot all osts available

Lustrefirror: 48237:0:(lm obd.c:148% lmy

— 0.5 0

(o477 e 03 s ey s 13

—

o (e Conmeion oo T S tncomieis )

[Py ——— Regocst et has i outfor el dely:Tneat 1576465 ? 5070 1 G2 1210 e 724224 1o 1 4l 1520465078 k2 A RNy 1 01

Figure 29 - Logflow correlation tree

Note that the action panel is used to generated a failure for the purpose of the demo. Considering a
classical usage, this panel should not be used.

6.2.4 Inputdata and expected results
The input data of the use case is the system logs provided by the system.
The expected results are two folds:
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e The anomaly automatically detected based on the analysis of the log flow.
e The correlations between this anomaly and the previous logs as a tree of correlations.
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