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1 Introduction 
The Internet-of-things (IoT) has the potential to improve our lives dramatically. The backbone of 
industry automation, smarter homes, higher energy efficiency, better health care, assistance of 
elderly people and more flexibility in working environments are only some areas that can be im-
agined today and realized tomorrow. The tremendous impact of IoT on our industrial environ-
ments and our private life is a key reason to consider IoT research and developments as important 
pillars in the European Horizon 2020. Impact to our private life are, for instance, in home automa-
tion via so-called IoT edge devices like smart light bulbs which are expected to come almost at 
the same costs as non IoT enabled devices in near future. Another rapidly evolving market is in 
industry automation (Industrial IoT), which is expected to grow dramatically for the next decade 
pushed by several initiatives like the German Industry 4.0 strategy. 

IoT devices with sensors and actuators need electronics to connect that world of “things” with the 
digital world of the Internet. Yet software runs the IoT electronic device hardware. Since IoT de-
vices need to be smart, cheap and capable to run with extremely small amounts of energy – 
known as ultra-thin IoT nodes – IoT software must also be ultra-thin with extremely small memory 
footprints and ultra-low energy consumption. At the same time, software must provide smart func-
tions including real-time computing capabilities, connectivity, security, safety, and remote update 
mechanisms. Recent publications support the claim of ultra-thin – and low cost – IoT devices. So, 
for instance, Walmart calls for sub-1$ IoT sensors [80] and ARM TechCON targets at sub-50cent 
IoT SoCs [81]. 

These constraints put a high pressure on IoT software development. Due to the very limited re-
sources provided by IoT nodes, today’s commonly used design approach to trade-off develop-
ment time with software efficiency is not competitive any longer. Therefore, an industry-wide effort 
in the course of the COMPACT project provided novel solutions for the application-specific and 
customer-oriented realization of ultra-thin IoT nodes with focus on software generation for IoT 
devices with ultra-small memory footprints and ultra-low power consumption. To obtain this goal, 
COMPACT created innovations to automate the software development and configuration flow for 
ultra-constrained IoT nodes. The automation methodology followed the OMG notion of model-
driven architecture (MDA) and applies it to the development of IoT device software. Due to the 
main principles of MDA, COMPACT followed a scalable approach using carefully designed meta-
models and generators for auto generating the required software as its key concept. 

The next chapter provides the current state-of-the-art in areas which were related to the research 
and development activities of the COMPACT project. 
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2 State-of-the-Art Analysis 

2.1 Model-Driven Design 

The Object Management Group (OMG), which adopted the UML as a standard, has developed a 
meta-modelling architecture to define the UML. This meta-modelling architecture enables the ex-
tension of the UML with so-called UML profiles. The standard UML profile for Modelling and Anal-
ysis of Real-Time and Embedded systems (MARTE) extends the UML with key notations (non-
functional properties such as time and resources) for real-time computing. MARTE extends UML 
with the capability to model the hardware and software layers (middleware) and interconnections 
that compose an execution platform. Platform components can be described at the same level of 
abstraction as the application, and they may thus also contain timing information along with struc-
tural and behavioural aspects. The allocation model describes the mapping of application func-
tions onto execution platform resources. This enables the optimisation of the software with regard 
to scheduling. However, for optimisation of the embedded software, a more general specification 
of the hardware base line is required, and system level approaches are still insufficiently sup-
ported. 

The Systems Modelling Language (SysML) on the other hand extends UML to offer support for 
modelling hardware (mechanical and electrical). The SysML extends the UML, to model hardware 
aspects such as parallelism, critical regions, or requirement modelling. The language is often 
used in the domain of systems engineering. It widens the UML focus towards software and ena-
bles the modelling of the complete system. It uses blocks to model the parts of the system, instead 
of classes as part of the software. On basis of the system view, SysML provides an interesting 
part in modelling the information basis for the generation of ultra-thin software. However, it still 
lacks aspects such as variability or a detailed conditional architectural specification. 

Other UML profiles exist such as EAST-ADL2 or UPDM. All the UML profiles focus on dedicated 
system or software aspect. In the effort to create a comprehensive data basis for the generation 
of ultra-thin software for IoT devices these approaches have to be unified, and the required parts 
of each approach identified respectively. 

State-of-the-art technology available in a powerful modelling tool like Enterprise Architect by 
SparxSystems (an OMG member) allows the implementation of a new modelling profile, approach 
and best practices that adheres to desired standards while at the same time extending capabilities 
beyond the current confines of UML to address IoT-specific requirements and effectively merge 
the heretofore segregated evolution of software, hardware and firmware. 

When UML comes with code generation, it is typically based on the principles of the Model-Driven 
Architecture (MDA), which has provided significant advances in the design and analysis of em-
bedded software throughout the last years [72]. By providing a domain-specific profile or meta-
model, instead of the source code, MDA offers the benefit to support different generation pro-
cesses and, therefore, to easily adjust to different scenarios or hardware base lines. The influence 
of the underlying hardware baseline is crucial for the quality of the design and the fulfilment of 
requirements in a model-based design process for embedded software, especially if a resource 
efficient ultra-thin design is targeted. Currently, Model-Driven Architecture (MDA) is applied to 
different, vertical domains based on different meta-models, UML profiles, languages, middleware 
and operating systems. 

There has been various work and projects to bring model-driven architecture (MDA) principles to 
the IoT domain. One MDA tool is described in [30]. It offers a graphical domain-specific language 
for design entry and modelling and code generation facilities for IoT standards. It combines the 
different domain views on IoT communication, things and IDs as well as the processing of vast 
amounts of data. Another work in [31] describes a model-driven IoT flow focusing mainly on com-
munication. They propose to specify functionality with IoT-specific DSL formats and map the 
specification on an automata-based platform independent meta-model. Code generators gener-
ate the platform-dependent code. The MDA tool proposed in [32] uses state transition diagrams 
as programming model for design and modelling IoT applications in a platform-independent way. 
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Code generators produce the platform dependent code. For commercial solutions, code genera-
tion tools and the MDE design flow from MATLAB/Simulink is widely adopted in industry. [73] 
introduces a SysML profile that addresses heterogeneity within a system of IoT devices and en-
ables model-driven development of IoT applications. The profile is based on the IoT domain ref-
erence model introduced by the IoT-A project [74]. [75] introduces a model-based design process 
using the BIP component language [76] for the analysis of REST-based web services that inte-
grate IoT devices. However, all do not fit the specific needs of very resource-constrained ultra-
thin hardware platforms and the generation of efficient application software for such platforms. 

Within the IoT domain, also variability of software and hardware platforms needs to be considered. 
A large number of variability modeling languages exists for different domains. Approaches like 
the Common Variability Language (CVL) [77], or feature diagrams, which have been introduced 
as part of the Feature-Oriented Domain Analysis (FODA) method [78], use graphical notations. 
Textual variability languages, such as Clafer [79], the INDENICA Variability Modeling Language 
(IVML) [80], or the Textual Variability Specification Language (VSL) [81] promise improved scala-
bility with respect to model size and complexity over purely graphical variability modeling ap-
proaches. 

Besides UML based approaches, other modelling approaches exist used by the industry. IP-
XACT [67] is Accellera Systems Initiative’s specification for documenting Intellectual Property 
(IPs) hardware designs. It enables highly automated design creation and configuration in a tool 
independent and machine-readable manner. Especially in the automotive domain the structural 
view at the hardware baseline level is needed to allow the automated import of IP-XACT compo-
nents as well as the automated generation of virtual prototypes including multicore processors, 
peripheral devices, and reused IP blocks. While this is a detailed specification of the interfaces of 
IP and structural view of an IP-based design, it only contains very abstract inclusion of software 
aspects. Kactus2 [68] is an Open Source EDA tool for creating and editing IP-XACT designs. 
Kactus2 strictly follows the IP-XACT standard and provides RTL synthesis for targeting FPGA 
and ASIC designs. 

ThingML [69] has been applied as a modelling language for embedded and distributed devices. 
ThingML focuses on the Internet of Things [8] domain and targets resource constrained embed-
ded systems such as low power sensor and microcontroller based devices. There exists a model-
driven software engineering tool-chain for ThingML, and code generators for various devices. 
Another widely adopted modelling language for embedded devices is the Architecture Analysis 
and Design Language (AADL) [27]. AADL targets at distributed computing systems with real-time 
requirements. It offers a device class suitable to describe IoT devices, yet it focuses mainly on 
their interaction not on the implementation. Thus, it also does not offer the capabilities required 
for ultra-thin code generation. Another model-based language focusing on data-flow oriented de-
sign is RVC-CAL defined in ISO Standard 23001-4:2011 [28]. RVC-CAL is a high-level data flow 
model-based language that can be considered similar to MATLAB/SIMULINK in the sense that it 
needs to be compiled/synthesized to C or Verilog for implementations. An open source compiler 
"Orcc" exists [29] and offers code generation to a variety of platforms. Code generation ap-
proaches from RVC-CAL to resource constrained devices do exist: a very recent work [70] gen-
erates multi-threaded C code that is not dependent on any external libraries, whereas [71] gen-
erates LLVM bytecode, however intended for a particular “TTA” (Transport Triggered Architec-
ture) type processor architecture. 

This summarizes the main model-based systems engineering (MBSE) tools and trends. During 
the COMPACT project period, the whole MBSE domain developed further, but the key fields 
stayed the same. Many of the actual trends confirm the design decisions taken w.r.t. the IoT-PML. 
Exemplary the further development of the SysML v2 should be mentioned here. Even if the initial 
request for proposal (RFP) was already launched in 2014, parallel to the development of the IoT-
PML, further concretization of the SysML v2 was done. One of the important improvements of the 
SysML should be the improvement of the interoperability. One aspect that should be achieved is 
the „single source of truth” for system design. A similar goal for the design of IoT devices was 
achieved by the IoT-PML that captures both the IoT node hardware, software stack, functional 
and non-functional requirements in a single model and provide therefore a single source of infor-
mation for different code generators. Another similarity between the further development of 
SysML and IoT-PML is the emancipation against the UML. SysML v2 should contain an inde-
pendent meta model, compatible with UML. The IoT-PML of the COMPACT project followed a 
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similar development. While the reference implementation is based on the UML and implemented 
as UML profile, the concept of the IoT-PML is independent and can be implemented with an 
independent meta model. 

2.2 IoT Software Compilation and Optimization 

A major driving force for improvements in code size and performance are the two major compilers 
GCC and LLVM that can target embedded devices. Many of their advances can be applied or-
thogonally to the methods developed in COMPACT at no additional integration cost. 

LLVM has released a few major versions since COMPACT has started [100]. However, most of 
the changes are internal and do not affect users significantly. A notable change is that the RISC-
V target is no longer considered experimental and is therefore included in official distributions and 
installation packages. With this change, the developers signal that the target has reached a cer-
tain stability and reliability. The developers have also decided that preliminary extensions can be 
implemented in LLVM before ratification and have already added support for the current drafts of 
the bit-manipulation and vector extensions. Furthermore, LLVM has added a new parallelizable 
JIT Compiler API named “ORCv2”. They also introduced mitigation techniques against the spec-
ulative execution vulnerabilities “Spectre”. 

The GNU Compiler Collection (GCC) gained a few major releases as well, but nothing of particular 
interest for COMPACT [101]. The changes improve language support, diagnostics, compile time 
and code generation. 

In terms of code generation, a new C-like domain specific language for device drivers was pro-
posed, that achieves a reduction of memory consumption, run time and development effort 
through register layout optimization [102]. 

2.3 Ultra-Low Power Software 

There exist various code compression techniques to reduce the instruction memory footprint of 
embedded processors. The basic idea is to store a compressed version of the machine instruc-
tions in memory and decompress them during instruction fetch. In asymmetric compression meth-
ods, the code is compressed in software and decompressed by hardware. There is no need to 
change the CPU or compiler, but an additional HW decompression block is required that may 
penalize performance. The block may either be located before or behind the instruction cache, 
which then either holds decompressed original instructions or the compressed instructions. With 
this, [13] achieved 74% compression ratio for MIPS cores using Huffman codes. Using V2FCC, 
[14] reached 68-84% compression ratio for the VLIW processor TMS320C6x. [15] proposed dic-
tionary-based code-compression. The basic idea is to look for the most used instruction words 
and encode these into the shortest code words. Decompression is relatively simple but the dic-
tionary must be counted as additional hardware overhead. [16] describes bitmask-based code 
compression. It additionally exploits that symbols next to each other in the dictionary are often 
similar by defining a bitmask with position and difference. The field is still actively studied, e.g. 
[17] proposed separated dictionaries recently to improve performance and power use. For com-
mercial solutions, e.g., for IBM’s CodePACK tool a compression ratio above 60% was reported 
for PowerPC [18]. Some compression techniques can also directly be implemented in the com-
piler and do not require hardware modifications [63]. If the hardware can be tailored to a specific 
piece of software, it is also possible to adjust the ISA in order to reduce redundancies [64]. Some 
tools have been developed to explore the code compression design space [65, 66]. 

There exist many ways to reduce the memory footprint by writing efficient source code and ap-
plying source-code-level best practices. These may include stringent use of const declaration on 
constants and look-up tables, careful allocation of stack memory, compressed data structures, or 
use of unions and bit fields. Another way is to generate the source code based on a configuration. 
An example is Infineon’s DAVE Tool that can generate the SW for the XMC controller family. 
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The arrival of artificial intelligence (AI) applications to IoT devices has brought considerable chal-
lenges to IoT device memory needs. Convolutional Neural Networks (CNNs) present the cutting-
edge paradigm in AI technologies, but require by default huge amounts of memory to operate. To 
this end, many papers are addressing memory footprint reduction for CNN computation with 
CPUs or accelerators in the recent years. One of the most promising approaches is the binariza-
tion of CNNs, which reduces the memory need of a CNN to 1/30 of the original [86]. Another very 
specific approach utilizing generation for obtaining optimized results is described in [83]. Here, an 
optimized mapping of quadratic programs for embedded is described. 

Another aspect is addressed in [82]. Here, the benefit of heterogeneous multi-core architectures 
for smaller memory footprints is addressed. To generalize these statements, digital blocks can be 
used to reduce memory footprint as well. 

In addition to code compactness, care should be given for efficient data handling. Raw data 
should be processed as early as possible, computing efficiency permitting, to reduce need to 
transmit or store redundant information. The information could also be truncated to remove un-
necessary detail, e.g., noise, above spec accuracy. When performing calculations, efficient algo-
rithms should be used with emphasis on keeping the working set in either local scratch memory 
or in a write-back configured data cache, if present. This recommendation is to avoid spending 
energy on hitting the system memory bus. 

Many small processors include data processing DSP or SIMD extensions, e.g., Xtensa HIFI ex-
tensions, ARM Cortex-M4/M33/M7 DSP extensions, or the upcoming RISC-V V extension. These 
usually are more optimized for data processing than regular computing engines. Using these does 
often require extra programming effort due to restrictions on data types or the need to invoke the 
intrinsics directly, because compilers lack the support to use these automatically. 

Unless the data processing is time-critical, it would be prudent to reduce the clock frequency and 
voltage. Though this would increase the compute time, the overall energy per calculation would 
decrease. However, using this technique does require some hardware support. 

One well known aspect of saving energy while executing embedded software with a real time 
schedule is to use timing slacks to either reduce the execution speed as well as the supply voltage 
(dynamic voltage frequency scaling) or to temporarily disable system components while not 
needed (dynamic power management) [99]. Another aspect to be regarded is the memory sub-
system. One promising approach to improve the energy demand for embedded systems in the 
IoT domain even further is to optimize the memory layout so mostly the lower-power memory 
units a system is providing are utilized. An approach with scheduling in mind is evaluated in [98], 
the authors combine multicore real time application scheduling with an efficient use of local and 
shared memories. A few existing approaches are based on systems using scratchpad memories 
(SPM) [91,92,93,94,97] but a few other papers also take memory systems without scratchpads 
into account for optimization [95,96]. The approach in [91] considers the dynamic copy of instruc-
tion data into (SPM) while execution, while [92] focuses on an optimized mapping of data for 
pipelined streaming applications. In [3] the authors present a mapping scheme for code and data, 
which apparently performs comparable to hardware caches. An efficient mapping of data to a 
hybrid SPM composed of SRAM and non-volatile memory to minimize energy demand is exam-
ined in [97]. A few other approaches don’t use SPM’s, in [94] the authors evaluate an efficient 
mapping of code from flash to RAM memory. A two-dimensional problem is solved by [5] by find-
ing a mapping of code and data to multiple banks of different size while optimizing the amount 
and sizes of memory banks. 

2.4 IoT Security 

In most IoT scenarios, ultra-thin IoT devices communicate with each other and/or some form of 
infrastructure, e.g., servers over the Internet. In this context, IoT security means, ultimately, the 
protection of data against untrusted parties. Commonly, there are three forms of data that need 
to be protected: data in motion, data in use, and data at rest. 
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While protecting data in use is an important goal on its own, achieving meaningful results on IoT 
devices is difficult without special processors and memories. This type of hardware is only avail-
able in very high-end solutions and thus unlikely to be used in a typical IoT device. Similarly, 
protecting data at rest in an IoT device has its challenges: protecting sensitive data stored in a 
ROM against invasive attacks requires special memories, which again adds cost. To target the 
largest class of IoT devices – those, which do not have extra security hardware – the focus is on 
protecting data in motion, i.e., data that is transmitted between IoT devices or between an IoT 
device and a server. To this end, two principal modes of attack are assumed: A would-be attacker 
intercepts or eavesdrops on data as it is transmitted to read or modify it. Alternatively, the attacker 
may use public communication interfaces of IoT devices or servers to try to gain knowledge of 
sensitive data. 

Protecting data in motion against the above-mentioned attacker requires strong cryptography to 
assert integrity, confidentiality, and authenticity of data (or a subset of these attributes). Protecting 
interfaces requires ensuring that all program code that handles interactions with the public (i.e., 
the Internet) is free from logic and programming errors which could be exploited. While achieving 
bug-free software is still considered impossible, exposed code can be significantly hardened by 
manual/semi-automatic code reviews. Another class of attack on interfaces that needs to be pre-
vented are so-called side-channel attacks. Consistent with the attacker model outlined above, we 
consider only such channels that can potentially be executed via the Internet, e.g., timing side-
channels. These attacks aim to extract cryptographic secrets to break encrypted communication; 
the best countermeasure is to make sure that all cryptographic code is timing invariant. 

Protecting data in motion over the Internet is commonly achieved via TLS (Transport Layer Se-
curity) [33]. However, for the IoT scenario (where computational power is low) alternatives have 
been developed such as Datagram TLS (DTLS) [34], HIP Diet EXchange (DEX) [35], and minimal 
IKEv2 [36]. All three of them propose the usage of public key cryptography for key agreement and 
entity authentication. Only DTLS optionally defines a symmetric key based key agreement 
scheme. On the other hand, techniques from WSNs (Wireless Sensor Networks) are adapted to 
the context of IoT. As an example, a very low cost symmetric key based solution has been pro-
posed in [37], [38] to secure a home automation system. The solution is based on the SPINS 
scheme [39] and ZigBee symmetric key agreement protocol [40]. 

Protecting public interfaces against the exploitation of software problems has a relatively long 
history, with most the research targeting PC-based systems. Commercial tools such as Klocwork 
[41] or Coverty [42] automatically validate that program code (such as C, C++) conforms to a 
given standard, e.g., MISRA-C. These tools furthermore greatly simplify the manual analysis of 
code. 

The protection of cryptographic code against timing side-channels came into the spotlight after 
an academic attack on the RSA algorithm [43]. Research has been conducted with the goal of 
preventing such attacks; the idea was to write code such that the timing behaviour is independent 
of any sensitive data (e.g., key material). Instead of programming standard algorithms in a specific 
way—thus artificially slowing down already complex algorithms—a new set of cryptographic al-
gorithms was developed which is inherently resistant to timing attacks [44]. Work is now ongoing 
to incorporate these algorithms into standards such as TLS and DTLS. Finally, to ensure that 
code carefully written in C (or C++) is not transformed into non-constant code by the compiler, 
recent work has focused on statistically measuring the timing behaviour of machine code [45]. 

2.5 IoT Operating Systems 

There exists a range of Operating Systems (OS), usually, with real-time capabilities (RTOS), for 
the embedded and IoT domain. These Operating Systems are developed for resource constraint 
devices and usually provide options for feature customizations. For example, TinyOS is an open 
source BSD licensed OS for low power wireless embedded systems such as sensor node-type 
IoT devices [19]. eCos is an embedded operating system supporting a large number of target 
architectures and platforms [24]. It is highly configurable to enable its adaptation for a particular 
application. For example, it can be configured to support the POSIX thread API or to enable/dis-
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able support for task pre-emption in the scheduler. Over 200 such, partially inter-dependent, op-
tions are available [25]. A commercial RTOS solution is VxWorks from Intel Windriver [22]. 
VxWorks is a modular OS that can be configured for embedded target devices. The open source 
TinyOS, the embedded operating system eCos as well as the commercial RTOS solution is 
VxWorks experienced less activity during the project period. 

Zephyr OS is an open source RTOS, managed by the Linux foundation. It supports multiple ar-
chitectures and targets connected resource-constrained IoT devices [20]. Zephyr OS showed sig-
nificant development progress during the project period. Not only has it consistently been ex-
tended to support newly released SoCs and peripheral devices, it also increasingly transfers con-
cepts formerly only found in full-fledged operating systems to the embedded domain. These in-
clude support for Memory Protection and Memory Management Units (MPU/MMU), device tree 
based platform configuration, separation between kernel and user space, and support for sym-
metric multiprocessing (SMP). However, the availability and usability of these features varies 
strongly from platform to platform. RIOT OS is another open source project. The RIOT OS runs 
on several platforms including embedded devices and PCs. Its greatest advantage is an easy-to-
use API. It targets power efficiency and has low resource demand [21]. RIOT OS was applied in 
some COMPACT demonstrators. Both operating systems are maintained by an active open-
source community and are interesting solutions. 

A commercial solution focusing on safety-certified, real-time applications, but more on high-per-
formance platforms, is the Nucleus RTOS [23]. During the project period, e.g., 64-bit support for 
multicore system-on-chips was introduced. Another commercial solution is the Maestro from HIP-
PEROS, which provide a tight integration into the Xilinx SDSoC tools. Most recently, ERIKA En-
terprise became popular in the automotive domain. ERIKA Enterprise is an open-source 
OSEK/VDX (AUTOSAR) hard real time OS with 1 - 4KB flash footprint and multi-core and stack 
sharing support. The OS ERIKA Enterprise switch during the project period to ERIKA v3 [85], 
which is a complete rewrite of the kernel code base compared to ERIKA v2. The IoT-focused 
Apache Mynewt operating system is especially notable for its open Bluetooth 5 software stack 
implementation, called NimBLE [88]. However, NimBLE has also been integrated into other op-
erating systems, such as RIOT OS. HIPPEROS Tiny is a minimalist version of the HIPPEROS 
RTOS family designed specifically for IoT devices (Class 1 or Class 2) [26]. Finally, FreeRTOS is 
a real-time operating system for microcontrollers. FreeRTOS experienced an active development 
though out the project duration. Especially with developments around the RISC-V instruction set, 
FreeRTOS provides ports in this direction. 

2.6 GPU Code Generation and Optimization 

Graphics Processing Units (GPUs) are the prevailing programmable accelerator concept for 
speeding up AI applications on IoT devices as well as in mobile computing. NVidia has a strong 
hold of desktop and server GPU hardware for AI related computing. This is mainly due to the 
advanced level of software interfaces it provides for the user. Specifically, the CuDNN middleware 
(and the CUDA compiler architecture) is designed for speeding up computationally intensive AI 
computations. For example, CuDNN offers NVidia hardware optimized implementations of con-
volution and matrix multiplication, which form the majority (>90%) of computing time used by the 
device. Outside the NVidia ecosystem, the OpenCL language is the only competitor. The benefit 
of OpenCL is its larger range of available platforms and vendors, including embedded, desktop 
and cloud enabled hardware. 

Current research on automatic code optimization for GPUs is largely focused on the OpenCL 
programming model [56]. However, due to its generality and device type independence, the com-
mon platform model it presents poses some limitations in exposing the particular features of each 
GPU platform, resulting in multiple vendor specific extensions or several versions of the same 
program, costing extra working hours of programmers [57] [60]. Automatic code optimization is 
therefore essential to lower the cost of using GPU platforms for general computing. 

Research on GPU code optimization focuses on two aspects that significantly differ between plat-
forms: parallelism granularity and the memory model [58]. Jääskeläinen et al. [57] propose an 
optimizing OpenCL kernel compiler. The compiler, which works at the LLVM IR level, starts by 
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extracting data parallelism information from the OpenCL kernels in a device independent phase. 
This information is then compiled in a target dependent manner which supports several types of 
fine grained parallel resources, such as SIMD extensions, SIMD data paths and static multi-use. 
Shen et al. [58] focus on code transformations for OpenCL performance portability, which, despite 
being aimed at CPU target platforms, are also of interest when targeting different types of GPU 
architectures. The proposed transformations, which can be applied in an automated way by a 
source to source compiler, include tiling for increased cache-locality, selection between implicit 
and explicit vectorization, adaptation of the memory access patterns depending on the support 
for coalesced memory accesses and work-group size selection for optimal trade-off between 
scheduling overhead and flexibility. Daga et al. [59] identify a series of target specific optimizations 
that can be implemented at compile time which include: mitigation of divergent executing, selec-
tive loop unrolling and automatic vectorization. Divergent execution paths affect different archi-
tectures differently, depending on the total number of cores handled by each single scheduler. 
One proposed method to avoid divergence is to use kernel splitting, separating different branches 
into different kernels. This solution is useful when the conditional value can be determined before 
to the kernel launch, in which case the required branch can be automatically selected by the 
scheduler. Another proposed optimization is loop unrolling that accounts for the target memory 
architecture. Here the authors propose that in some cases, it might be beneficial to leave memory 
accesses vectorized while unrolling only the computational elements. Finally, the use of vector 
types for computation, as opposed to scalar types, can also lead to significant performance gains 
in platforms sporting VLIW architecture, both by increasing the computational unit usage and 
lowering the dynamic instruction count. All these transformations, either at source level or inter-
mediate level can be introduced in an optimizing kernel compiler which is aware of different hard-
ware architectures and transforms the parallel regions accordingly, such as pocl [57]. However, 
combining different optimizations must be done with care, as not all of them are orthogonal [59], 
as, for example, the increase of register pressure might lead to a reduced total number of simul-
taneous threads. Finally, because of its general nature and the problems faced when supporting 
very different GPU architectures, optimizations designed for OpenCL code can be applied to other 
GPU programming models, such as NVIDIA’s CUDA. 

The inconvenience that programming of (embedded) GPUs is done by both the CUDA and the 
OpenCL language is alleviated by Halide [87], a high-level functional language that has a compiler 
that can produce executables for both CUDA and OpenCL enabled devices. Another benefit of 
Halide is that the language decouples the functional description of algorithms from the scheduling 
of the algorithms’ operations, which makes Halide algorithm descriptions very portable, ranging 
from regular CPUs to DSPs and GPUs. 

For computationally heavy AI applications the go-to accelerator is Graphics Processing Units 
(GPUs) due to their availability and high performance. NVidia hardware together its CUDA com-
piler architecture is still one of the most popular and highest performing options for an AI imple-
mentation. In 2017 NVidia released their Deep Learning Accelerator (NVDLA) hardware and soft-
ware architecture as open source [88] making AI implementations more accessible to the public. 

The only contender for NVidia’s ecosystem is the OpenCL language which by design is intended 
for a wider range of hardware devices. Most of the recent GPU code optimization effort is done 
using OpenCL. In 2020 the Khronos OpenCL Working Group released version 3.0 of the OpenCL 
specifications which included new extensions that will improve the support of embedded proces-
sors. Compiler support in LLVM for OpenCL 3.0 is still a work-in-progress. 

Halide is a high-level functional language that can be targeted for different GPU APIs including 
CUDA and OpenCL i.e. the same Halide code can be compiled for either platform. Image pro-
cessing has been one of the key application areas for Halide from the start and AI applications 
are a natural extension of that. Using Halide for deep learning has already been proposed for 
example by Li et al. in [89] which shows Halide implementation to even exceed optimized CUDA 
program in performance while having lower coding effort. 
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2.7 IoT Analysis 

The COMPACT analysis framework mainly applies Virtual Prototyping platforms. They provide 
the means to model, simulate, analyse, and verify heterogeneous mixed software/hardware sys-
tem models. In the context of Electronic System Level (ESL) design, the notion of Virtual Proto-
typing mainly refers to the execution of target compiled software binary on hardware models be-
fore the final hardware is available. 

Through the last years, virtual prototyping platforms based on Just-in-Time compilation became 
quite popular as they provide a significantly faster execution speed than cycle-accurate simula-
tors. Popular commercial virtual prototyping environments are the Cadence Virtual System Plat-
form [48], Mentor Graphics Vista [49], Synopsys Virtualizer [50], and Intel Simics [51]. QEMU [52], 
OVP (IMPERAS) [53], and ETISS [103] are freely available platforms with a high stability and 
speed. The latter mainly support the execution and debugging of binary software without Timing 
and power analysis support. The COMPACT project has implemented a time annotation exten-
sion of QEMU (QEMU Timing Analyzer) with aiT (Absint) as a static timing analyzer front-end. 

The different commercial and open source platforms vary in the supported Instruction Set Archi-
tecture and hardware modelling language. The different open source platforms come with differ-
ent license models. 

Besides the execution of target binary code in a simulator, approaches exist that allow timing 
simulations by execution of timing-annotated software directly on the simulation host, often re-
ferred to as source level simulation. This approach is also capable for virtual prototyping and 
offers even faster simulations than binary level simulators with only little less accuracy [61, 62]. 

For analysis of ultra-thin software, other open source and commercial solutions already exist, 
such as Valgrind, mtrace or many others. Not all can handle arbitrary embedded devices, as they 
have usually no understanding of the underlying hardware. 

2.8 Model-Aware Debugging 

Several approaches towards model-level debugging have been proposed and some few com-
mercial CASE tools exist for debugging at the model level. These can be categorized into host 
and target debugging. Host debugging refers to model-level debugging in a simulated environ-
ment while target debugging describes debugging on a target system. Target debugging can fur-
ther be categorized into debugging with gdb facilities and debugging with a proprietary trace com-
munication. 

Some host based debugging approaches are based on model-checking [104] and simulation 
[105, 107, 109, 110]. Matlab/Simulink is one of the commonly used commercial tools for model 
driven software development in the area of embedded system design. It provides debugging at 
the model-level via simulation, as well as debugging the generated code via Software-in-the-Loop 
simulation [109]. Matlab/Simulink also supports real time testing (Rapid Prototyping and Hard-
ware-in-the-Loop) [110]. Another approach discussed in [105] is the Rational Rhapsody. Rhap-
sody generates code with instrumentation from the model and uses its animation feature to vali-
date the model by tracing and simulating the executable model. 

In [107] a target based debugging approach based on generating and instrumenting code for 
different abstraction levels of an embedded system is described. At run-time trace data are col-
lected and mapped back to the model. Debugging is then performed at model-level by visualizing 
the input data. Although this approach provides a mapping of run-time data from the platform to 
the model level, the code instrumentation increases the size of the code and affects the execution 
time in a production code. This approach (as in the Rhapsody approach) is in-efficient for small 
target systems due to limited resources. The target based debugging approach in [106] focuses 
on generating code with model-to-code traceability tags for State-chart models. During debug-
ging, program slicing techniques are used on the generated code to identify a reduced program 
(Slice) responsible for an unwanted behavior. The program slice is then related to State-chart 
using the traceability tags. However, this approach is limited as program slicing will not work 
where there are faults due to errors of omission, for example missing variable initialization etc. 
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In the above approaches, debugging of an application on target system with both source-level 
and model-level debugging is not fully supported. [111, 112] addresses the combination of source-
level and model-level debugging of an application running on a target platform using a de-facto 
gdb-like debugger. 
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4 Appendix A - Table of Acronyms 
Acronym Definition 

AADL Architecture Analysis and Design Language 

ARM Advanced RISC Machine 

ASIC Application Specific Integrated Circuit 

BIP Behaviour, Interaction, Priority 

BSD Berkeley Software Distribution 

COMPACT Cost-efficient Smart System Software Synthesis 

CNN Convolutional Neural Networks 

CPU Central Processing Unit 

CVL Common Variability Language 

DSP Digital Signal Proccessor 

DTLS Datagram Transport Layer Security 

EAST-ADL Electronics Architecture and Software Technology - Architecture Description 
Language 

EDA Electronic Design Automation 

ESL Electronic System Level 

FODA Feature-Oriented Domain Analysis 

FPGA Field-programmable Gate Array 

GPU Graphics Processing Unit 

IoT Internet of Things 

IoT-PML Internet of Things Platform Modelling Language 

IPO Inter-procedural Optimization 

ISA Instruction Set Architecture 

IR Intermediate Representation 

IVML INDENICA Variability Modeling Language 

LIPO Light-weight Inter-procedural Optimization 

LLVM Low Level Virtual Machine 

LTO Link Time Optimization 

MDA Model Driven Architecture 

MDE Model Driven Engineering 

MIPS Mega Instructions Per Second 

OMG Object Management Group 

OVP Open Virtual Platforms 

PGO Profile Guided Optimizations 

POSIX Portable Operating System Interface 

QEMU Quick Emulator 

RAM Random Access Memory 

REST Representational State Transfer 

RISC Reduces Instruction Set Computer 

ROM Read Only Memory 

RSA Rivest–Shamir–Adleman 

RTOS Real Time Operating System 

RVC-CAL Reconfigurable Video Coding – Cal Actor Language 

SoC System on Chip 

SIMD Single Instruction, Multiple Data 

SysML Systems Modelling Language 

TLS Transport Layer Security 

TTA Transport Triggered Architecture 

UML Unified Modeling Language 

UPDM Unified Profile for DoDAF/MODAF 

VLIW Very Long Instruction Word 

VSL Variability Specification Language 

V2FCC Variable-to-fixed Code Compression 

 


